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INTRODUCTION

Harald KÜMMERLE and Franz WALDENBERGER

The term digital transformation (DT) captures the changes in our person-
al, social, economic, political, cultural and academic life brought about by
the rapid diffusion of information and communication technologies. With
the increasing digital connectivity, the rise of platform economies and the
cost reductions in artificial neural networks, the collection, processing
and analysis of large amounts of Big Data have become feasible and wide-
spread. The combination of Big Data and artificial intelligence (BDAI) is
exerting a great impact on the natural, life, physical and engineering sci-
ences in which research has generally been conducted with a more posi-
tivist attitude. Here, BDAI reconfigures the scientific research process as
it reduces the reliance on a priori theories: Making plausible, but not yet
proven statements based on interpreting collected data (so-called “abduc-
tive reasoning”) now plays a prominent role in the formulation of new
hypotheses and theory-building. As has been argued convincingly, this
represents a significant epistemological change (Kitchin, 2014, pp. 6–7). In
contrast, for the social sciences and humanities, representing areas of
scholarship that are highly diverse in their philosophical underpinnings,
it is less clear what the consequences of the digital transformation will be. 

The contributions gathered in this collection shed light on this ques-
tion. They are the outcome of the workshop “The Digital Transformation
– Implications for the Social Sciences and the Humanities” that took place
at the German Institute for Japanese Studies (DIJ) on 24 and 25 September
2019. Co-organized by the Nippon Institute for Research Advancement
(NIRA) and the German Centre for Research and Innovation Tokyo
(DWIH), the workshop brought together scholars from Japan and from
abroad, many of the latter being specialists on Japan. This is why the Jap-
anese case is given special attention in many contributions. Even there,
however, the insights are not limited to Japan, but address phenomena
and implications of the DT of general relevance, even though they may
manifest themselves elsewhere under different conditions. 

It makes sense to group the contributions, which showcase ongoing
discussions according to their focus of interest. The first pair of articles
deals with methodological changes that follow the technological develop-
ments in data processing and networking. Christian Oberländer presents
TopicExplorer, a tool that has been developed at the University of Halle-
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Wittenberg. It provides a Big Data approach to analyze large text corpora
in a selective, yet systematic way. While its theoretical foundation (the so-
called topic models) has been laid almost twenty years ago, it has come to
realize its potential in SSH only recently. Using English-language Wikipe-
dia articles as an example, Oberländer outlines the approach TopicEx-
plorer projects have taken with Japanese-language corpora, prominently
blog posts. Atsuko Sano addresses several aspects in developing e-learn-
ing tools taking the example of adult education programs related to gen-
der policy. To Sano, empirically assessing and quantifying the knowledge
bias with regard to gender issues is an important first step in the design
of curricula. However, she also stresses that the digital gender gap needs
to be addressed when developing and designing digital tools. 

The second pair of articles relates to the storage, accessibility and shar-
ing of research data. Yukio Maeda describes the strategy pursued by the
Japanese Society for the Promotion of Science (JSPS) for the social scienc-
es. Because mobility of academic careers across institutions continues to
be lower in Japan than in many other countries, data sets that have been
gathered by one institution are generally difficult to access for researchers
with other institutional affiliations. The Japanese initiative takes interna-
tional standards explicitly into account. On the technical side, JSPS is co-
operating with the National Institute of Informatics (NII), the most im-
portant point of reference for the DT of science in Japan. Miho Funamori
discusses how establishing a digital research infrastructure is transform-
ing all phases and aspects of the research process. Data sets are not limit-
ed to those that are gathered for research, but research outcomes them-
selves have to be seen as valuable data. Bibliometric methods that consid-
er citations to calculate impact factors – all too familiar for scholars in the
natural and social sciences – are part of the resulting infrastructure. A
question that remains is how such methods can be applied to the human-
ities, where publishing in languages other than English tends to be more
common or even the rule. 

The third pair of articles discusses new research objects and perspec-
tives that should be taken into account, resulting from the drastically in-
creased interconnectedness of a digitalized society. Susanne Brucksch ad-
dresses the increasing importance of automatization in the Japanese
health system. The deployment of tele-monitoring or telehealth in general
allows for cost savings in health care facilities, generates synergies be-
tween healthcare providers in different locations and improves services
in peripheries. However, the successful implementation of digital tech-
nologies crucially depends on how well their materiality and social em-
beddedness is taken into account. Fabian Schäfer investigates the trans-
formation of the social sphere, which is prominently influenced by algo-
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rithms in social networks. During Japan’s electoral campaign in 2014, bots
active on Twitter engaged in verbal abuse and hate speech against female
politicians in a fashion that imitated human users from the political right.
Notably, the emerging algorithmic-connective sociality creates collective
cynicism, which is inherently advantageous for populists. Schäfer’s con-
tribution thus vividly demonstrates how transformations in the digital
space influence perceptions of the material space and vice versa. 

The last three articles explore how the boundaries of the SSH are shifting
in the context of the DT. Cornelius Schubert addresses the history and pos-
sibilities for cooperation between social scientists and computer scientists.
These two groups first came into contact in the 1980s when software engi-
neers tried to find out why products they developed were only hesitantly
adopted. Since then, collaboration has suffered from the tendency of one
party considering the other to merely be a service provider. While the DT
may seem to give an inherent advantage to computer scientists, Schubert
argues for a symmetrical approach in the design of collaborative projects
between social scientists and computer scientists. Martina Franzen looks at
how the growing relevance of Big Data is affecting the boundaries and co-
operative as well as competitive relationships between science, business
and civil society. While recent open data policies try to ensure access to
research data, they do not address data collected by private platform com-
panies. The asymmetric accessibility and the related issues of data sover-
eignty constrain academic research especially in the social sciences. The
implied shifts in knowledge production brought about by the digital trans-
formation and their implications are yet to be fully understood. Franz
Waldenberger, too, looks at the impact of DT on the SSH, applying the con-
ceptual framework of societal knowledge production. Taking a cross-disci-
plinary perspective, he points to the special role of SSH for a sound gover-
nance of data-driven knowledge production in the digital age. However, he
also stresses that disciplinary boundaries are in many ways obstructing the
SSH to fully perform their governance function. 

In the postscript, Harald Kümmerle argues for a comparative and his-
torical approach when studying the impact of the DT. Comparative re-
search would be able to apply and contribute to conceptualizations of dig-
ital spatiality. Our understanding of the present “data revolution” would
also greatly benefit from insights gained by studying data acceleration re-
gimes found in historical research. 

Reference

Kitchin, R. 2014. Big Data, new epistemologies and paradigm shifts. Big
Data & Society, 1: 1–12. doi:10.1177/2053951714528481 
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RESEARCH DESIGN IN THE DIGITAL AGE

IMPLEMENTING ANALYSIS OF LARGE JAPANESE TEXT CORPORA
USING TOPIC MODELS ON THE WEB-PLATFORM TOPICEXPLORER

Christian OBERLÄNDER

1. LARGE TEXT CORPORA AND TOPIC MODELS FOR A VARIETY OF 
RESEARCH STRATEGIES 

Text mining of Japanese texts using topic models is at the core of the
TopicExplorer project that was established at the Department of Infor-
mation Science and the Institute of Political Science and Japanese
Studies of Halle University. The aim of this project is to make the
application of topic models to large Japanese text corpora easily
accessible for researchers in Japanese studies. Applying topic models in
this way can support the implementation of different research strate-
gies including content analysis, discourse analysis and web-ethnogra-
phy. This contribution will briefly describe the motivation and first
results of the TopicExplorer project. 

2. ADVANTAGES OF USING TOPIC MODELS FOR SOCIAL SCIENCE RESEARCH 
ON JAPAN 

Why should social scientists interested in Japan want to apply text mining
using topic models? After all, computer programs that support quantita-
tive content analysis have been around for many years now. However, for
addressing almost any given research topic, researchers in the social sci-
ences and the humanities today can access larger amounts of textual data
than ever before. This digital data exceeds in volume and precision any
sample of texts taken from analogue archives. These text corpora are of-
ten interesting precisely because they contain texts by numerous authors.
They therefore provide a multitude of perspectives on a particular topic.
However, frequently these corpora are so large that they cannot be pro-
cessed comprehensively by humans. In addition, not all texts are equally
interesting to researchers: while some documents may repeat mainstream
positions, others may contain extreme or even abstruse views. Topic
models can help in addressing these problems. 
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A second reason why social scientists should be interested in topic
models is their ability to identify more complex structures of meaning in
a given text corpus. Topic models can concentrate and structure large text
corpora into often unexpected topics. They achieve this by analyzing the
word distribution in the documents without the need for manual annota-
tion. The topics identified in this way frequently offer social scientists fo-
cused access to content-saturated and interesting texts that are located
between the mainstream and extreme statements. Explorative text min-
ing with topic models can thereby make large text corpora interesting
reading material for researchers. Therefore, topic models can be an im-
portant point of departure for formulating research questions, choosing
an adequate research design and even implementing a particular research
design. 

Given the potential usefulness of topic models, it seems surprising
that they are not used more widely in the social sciences. But for
already more than ten years, projects have confirmed that two barriers
exist that hamper cooperation between social scientists and computer
scientists in the application of topic models. First, there is the problem
of technical access to the results of topic models for social scientists.
Second, there is the lack of confidence that social scientists have in the
results of topic modelling. 

Concerning the first barrier, i. e., that topic models do not appear easily
accessible, the statistical and mathematical foundations of this method
are obstacles that account for this. Even today, literature about the appli-
cation of topic models in text mining still appears rather small compared
to other methods of the qualitative social sciences. In addition, software
applications needed for adjusting and implementing such methods often
require technical knowledge. The second barrier is linked to the first one.
Topic models calculate latent themes within texts not according to seman-
tic aspects but follow only criteria based on information theory. There are
few software solutions that facilitate the efficient transfer of such proba-
bilistic inferences about word distributions in documents into hypotheses
about their content. Therefore, we need analytic tools that allow users to
draw meaningful conclusions from the calculation results of topic mod-
els. 

These were the reasons to initiate the TopicExplorer project building a
web platform with the aim to make the application and, in particular, in-
terpretation of topic models readily available for social scientists working
on Japan. 
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3. DEVELOPING THE WEB-PLATFORM TOPICEXPLORER TO FACILITATE 
“BLENDED READING” 

In the process of developing the TopicExplorer software, it became clear
that in the age of digitalization, the dualism of interpreter and text is
muddled by the immense amount of digitally available data and the new
electronic method of analysis. The reason for this is as follows. While so-
cial scientists often do not have background knowledge of text mining
and probabilistic modelling, in order to apply these methods, they must
at least generate from the original text data and the topic model calculat-
ed from it a plausibility structure for the interpretation of the topics sug-
gested by the topic model. While this should ultimately lead to a better
understanding of the content of the text corpus as a whole, at the same
time, it must not suggest wrong conclusions. 

From early on in the TopicExplorer project, we spent much time dis-
cussing how to address this problem. Finally, we decided that beyond the
topic model-based analysis of the content of a text collection, the software
must also support users in critically counterchecking their interpretations
of the topic modelling results. Most importantly, the software was de-
signed to allow users to track proposed topics back to the relevant origi-
nal documents. Such backtracking has proven particularly useful not
only because users can review their interpretation of the topics calculated
probabilistically, but also because this process can lead them to particu-
larly content-rich text passages that they can then integrate into their sci-
entific arguments. The software also provides ready access to the infor-
mation needed to correctly cite such text passages. 

This approach led us to a research method that some call “blended
reading”. “Blended reading” is a procedure that integrates the advantag-
es of semiautomatic text analysis with those of classical text reading, aim-
ing to maximize the potential of analyzing large text corpora. The term
“blended reading” is derived from Franco Moretti’s differentiation be-
tween two modes of reading, that is “close reading” and “distant read-
ing”. The concept of “blended reading” tries to integrate both modes in
order to combine human and computer-based abilities to achieve the best
possible outcome. In our application, “blended reading” requires the iter-
ative link of corpus analysis using topic models – “distant reading” – with
the examination of individual texts – “close reading” – from the relevant
topics in the corpus. 

In addition to the analytic content, technical requirements were also
difficult to meet. The interactivity of the analytic process posed great
challenges to the efficiency of the software components that had to be
newly developed. The pre-processing of texts, the modelling of topics
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and the linking for the calculated topics to the individual documents
are complicated workflows that can take between several hours and
several days to calculate for a given text corpus. All steps that consume
relatively more time to complete were therefore organized into a
separate software unit. Since the text corpus as well as the topic model
calculated from it encompass large amounts of data, efficient algo-
rithms for search and analysis had to be developed. These algorithms
were then combined with specialized visualization techniques for topic
models into one interactive, web-based user surface forming another
separate software unit. 

4. TOPICEXPLORER APPLICATION 

The TopicExplorer system in its current design comprises several
different functions. However, “blended reading” is at its core. This is
realized through two different views on the text corpus. Figure 1 shows
the user surface of TopicExplorer from the example of a collection of
the 10.000 longest articles of the English-language Wikipedia. The
topics are presented as word lists. Similar topics are placed close to
each other. In the figure, for example, the four yellowish topics next to
each other are all related to entertainment. Users can move the sliding
bar to navigate through the entire spectrum of topics without encoun-
tering breaks. That is why the colors can be applied to the topics in a
spectral manner from left to right. The color code supports quick visual
referencing of topics in the other views of TopicExplorer. For a given

Figure 1
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topic, the browser tab provides a document ranking exhibiting the most
important documents for that topic: in Figure 1, topic 48 located in the
middle concerns music. Each box represents a document. As a repre-
sentation of the document, the box contains a title, the beginning of its
text, and four colored dots that indicate the four most dominant topics
in the text. The topic referenced by the color can be explored by moving
the mouse over the dot. Clicking on the dot, the respective topic moves
to the middle of the browser window. 

When clicking on the title of an individual document, for example
“Queen (Band)”, a new tab will open (Figure 2). This view shows the full
text of the document. Its words are assigned by colored underlining to the
different topics that were generated by automated topic modelling.
Through this view, the result of the topic analysis can be directly verified
using the document content. As in the former view, here too, the colors
assigned to topics can be checked by moving the mouse over them. Click-
ing on an underlined word moves the respective topic to the center of the
browser view. 

By clicking on the time-line icon of a topic (in the colored box of that
topic on the top of the right side), the timeline view of TopicExplorer is
opened for the respective topic in a new tab. Figure 3 presents an example
from a corpus of Japanese blogs mentioning the word “nuclear power
plant” (genpatsu). Timelines for other topics as well as the average of the
timelines of all topics as a comparison can be interactively displayed via
checkboxes. The legend displays the most important words of a given
topic for that week to which the cursor has been moved. Through this, the

Figure 2
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changes within a given topic can be followed interactively. Clicking on a
week in the timeline opens a document ranking in a new tab that shows
the most important documents for that week. Through this, timelines
give insight into when and in which order topics reach a peak, for exam-
ple. 

5. CONCLUSION 

“Blended reading” as introduced above is a possible best practice for
using a digital tool – in this case: text mining for analyzing Japanese
text data. By balancing the bird’s eye view of the digital tool with the
detailed analysis of conventional reading, it aims to facilitate a better
judgement. In order to validate and control the results generated by
computer-based analysis, the possibility of referencing the original
texts in detail must be always secured. Referencing individual texts
aims to ensure that there are no open contradictions between close and
distant readings, which constitutes a kind of quality control. However,
both perspectives do not just coexist but can be made to interact. For
example, findings in close readings can motivate a recalculation of the
topic model with changed settings. By creating a maximum of transpar-
ency, a process oscillating between conventional and digital research
methods might be the most fitting way to integrate the new digital
tools. 

Figure 3
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E-LEARNING AND GENDER

A PROPOSAL FOR THREE TYPES OF COLLABORATION

Atsuko SANO

The expansion of e-learning, or the digitalization of education, may allow
for the following three types of collaboration with gender-focused as-
pects. This paper addresses Collaboration 1, presented at workshop at the
Deutsches Institut für Japanstudien (DIJ), and then goes on to propose
Collaborations 2 and 3, which were formulated based on the DIJ work-
shop and following conference. 

COLLABORATION 1: COLLABORATION BETWEEN E-LEARNING AND THE 
ANALYSIS OF ITS LEARNING RECORD DATA OF LOCAL GOVERNMENTAL 

STAFFERS TASKED WITH GENDER EQUALITY 

At the workshop, I explained an e-learning project and its learning record
data at the National Women’s Education Center of Japan1 (hereinafter
called “NWEC”), where I work as an e-learning specialist. Special men-
tion was made of the potential collaboration between e-learning and the
analysis of the learning record data of local governmental staffers tasked
with gender equality. Indeed, the NWEC is the sole national organization
in Japan tasked with promoting gender equality through education, and
has integrated e-learning into its five-year mid-term plan since 2016. 

The result of this was the blending of e-learning into the NWEC’s annu-
al group training. The group training is intended for staffers of local gov-
ernmental bodies tasked with gender equality. The level of background
knowledge held by the training participants seemed to vary greatly, mak-
ing it difficult for us to formulate a training plan. To address this chal-
lenge and account for the knowledge gap, we asked the participants to
take a mandatory e-learning course before the group training. This estab-
lished a common baseline upon which the group training could be orga-
nized. Using this baseline, we aimed to enhance the effects of the training.
The e-learning course explained the basic terms, background, and history
of gender equality, and was expected to take an hour or two. 

1 https://www.nwec.jp/en/index.html 
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Upon completion of the group training (including the prerequisite e-
learning course), the NWEC obtained data from the course clarifying the
challenges in rolling out further e-learning programs. Specifically, analyz-
ing the learning record data and quantifying the background knowledge
gap, as well as leveraging responses to the questionnaire at the end of the
e-learning course, allowed us to consider possible explanations for the
gap and how to respond to it. 

Two specific outcomes were observed: general indifference toward in-
ternational initiatives in the field (CEDAW2, SDGs3 and CSW4); and a
clear gap/low awareness regarding knowledge about gender equality
among the staffers of local governmental bodies. The former issue was
addressed by updating the training content to add language and incorpo-
rate photos archived at the NWEC. Meanwhile, the results of the ques-
tionnaire determined that the latter issue was likely derived from the fol-
lowing three factors: 

1. The majority of staffers assigned to gender equality tasks at local gov-
ernmental bodies had not been exposed to gender equality matters
previously; 

2. In most cases, they learn from senior staff through on-the-job training,
having few opportunities to participate in comprehensive training on
gender equality; and 

3. Due to periodic job rotation, there are very few veteran staffers who
stay in the same capacity for more than five years. 

Based on the above results, the NWEC plans to develop a more compre-
hensive e-learning course specifically targeting staffers of local govern-
ment bodies being assigned to gender equality tasks for the first time. The
course will furnish them with more thorough knowledge. 

COLLABORATION 2: COLLABORATION BETWEEN E-LEARNING AND THE 
DIGITAL GENDER DIVIDE 

The second proposed collaboration is between e-learning and the digital
gender divide. In order to roll out digital education effectively, it is desir-
able to formulate measures and policies based on information around
how users interact with ICT (Information and Communications Technol-

2 The UN’s Convention on the Elimination of All Forms of Discrimination Against
Women 

3 The UN’s Sustainable Development Goals (Goal #5 pertains to gender equality) 
4 The UN’s Commission on the Status of Women 
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ogy) such as digital tools and the internet. Indeed, the W20 (Women20),
one of the advisory bodies for the G20 regarding women’s digital inclu-
sion, has issued the policy brief, “The Digital Gender Gap,”5 where it out-
lines three components of the digital gender divide: 

(1) access [to] and use of digital technologies and the internet; (2) de-
velopment of the skills needed to use digital technologies and to par-
ticipate in their design and production; and (3) advancement of wom-
en to visible leadership and decision making roles in the digital sector.
(p. 2) 

Based on the above, I wonder whether it is possible to quantify—and
hence clarify—the digital gender gap through data analysis. With this, it
is important to be fully aware how women are digitally “disadvantaged”
and implement measures accordingly. The digital gender gap can cause
further gaps not only in information and skills, but also in income. To
bridge the gap, it is advisable to quantify, and thereby clarify, the digital
gender gap first of all. Such quantification will then enable us to come up
with an appropriate response and thus provide more effective learning
opportunities, including e-learning targeting women in particular. 

What specific measures can be considered once quantification has tak-
en place? One such measure is deploying e-learning tools on mobile de-
vices. Indeed, such necessity is suggested in answers to the NWEC’s
e-learning questionnaire as touched upon in Collaboration 1. Some of the
answers indicate that respondents spend more time on e-learning after
work or at home, rather than during business hours. Further, these an-
swers showed that a leading cause of this pattern was the stringent inter-
net security measures within the workplace, which limit access to e-learn-
ing tools outside the network. If that is the case, the availability of e-learn-
ing tools on mobile devices may benefit learners by ensuring that the nec-
essary tools are constantly available. 

Still, a question arises: Is there a gender gap in terms of availability of
mobile devices such as smartphones? Is how they are used considered
when calculating the digital gender gap? Here, I would like to reiterate
collaboration between e-learning and the digital gender divide. For ex-
ample, if it is true that women primarily use mobile devices as a means of
communication, it will be necessary to provide e-learning opportunities
where they are exposed to information about gender equality in closed
communication spaces. If the data suggests that more men are engaged in
online games, it might be more appealing to men if the contents are gam-

5 Retrieved, June 20, 2020 from https://w20japan.org/pdf/digital_equity%20_
policy_biref_w20%20Japan_final.pdf 
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ified. As it stands, though, there is insufficient data at present on the de-
ployment of e-learning tools on mobile devices regarding the digital gen-
der gap. This challenge is also closely related to the lack of sufficient gen-
der statistics in Japan. 

Going further, rolling out digital applications in consideration of the
digital gap among users has applications for promoting lifelong learning
as well. In this case, we can consider what kind of accommodation or de-
sign is necessary to provide people from all walks of life with lifelong
learning in a digital manner. Enabling each and every citizen to have
equal access to the digital environment would serve as a prerequisite for
developing citizen science, where citizens participate in and contribute to
knowledge creation. This suggests that addressing the digital gap is an
important challenge not only in promoting gender equality but also in
guaranteeing the right to education in the digital era, as well as in devel-
oping civil societies. 

COLLABORATION 3: COLLABORATION BETWEEN DIGITALIZATION IMPACTING 
ALL AREAS AND THE GENDER PERSPECTIVE BORDER-CROSSING 

INTO MULTIPLE AREAS 

Digitalization affects various areas and promotes interdisciplinary collab-
oration. As demonstrated by Collaborations 1 and 2, such an interdisci-
plinary characteristic of digitalization has an affinity with the promotion
of gender equality. 

According to the second German gender equality report, “Zweiter
Gleichstellungsbericht,”6 while stating that “digitalization offers huge
potential (Die Digitalisierung bietet große Potenziale),” it also points to
negative aspects of digitalization, including cyber harassment and the
need to protect users from it. This part of the nature of digitalization, hav-
ing both positive and negative aspects, requires further discussion in Ja-
pan, as well. 

Digitalization has both positive and negative impacts on various areas
and accelerates interdisciplinary collaboration, while the promotion of
gender equality itself is interdisciplinary in nature. In order to ensure a
win-win relationship between the two, I would like to encourage Japan
and Germany to seek ways to further collaborate in this endeavor. 

6 Retrieved June 20, 2020 from https://www.gleichstellungsbericht.de/de/topic/
2.zweiter-gleichstellungsbericht-der-bundesregierung.html 
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SHARING SOCIAL SCIENCE DATA IN JAPAN:
JSPS’S PLAN FOR A FEDERATED DATA CATALOG

Yukio MAEDA

Sharing research data requires infrastructures that curate, process,
preserve, and disseminate machine readable data with enough infor-
mation for secondary analysis. Some progress has been made in the
past two decades in Japan, which were primarily initiated by a few
research universities. However, neither the government nor the funding
agencies have set any policy for data sharing in the humanities and
social sciences in the past several decades. In this essay, I briefly review
the current situation of social science data sharing in Japan, then
introduce JSPS’s project for strengthening data sharing infrastructures
for the humanities and social sciences with a special emphasis on its
data catalog project. 

BACKGROUND 

In Japan, the long-term management of social science research data has
been mainly left to the responsibility of individual researchers. Lacking
an institutional mechanism to share research data, valuable data tend
to remain exclusively in the hands of the original principal investiga-
tors and their students. In the case of survey data with representative
sampling, many datasets have been preserved and shared on an ad-hoc
basis, depending on the practice of academic apprenticeship of the
research groups that collected the original data. The situation sur-
rounding data sharing for survey data in Japan has improved over the
past 20 years, but many datasets are still maintained individually or
simply lost. 

Institutional support for sharing aggregate data is even weaker. The
government publishes its data as a part of their policy or administrative
activities, not for promoting research. Many researchers collect and com-
pile published aggregate statistics from the government to make them
usable for their specific research needs. Compared to the situation of sur-
vey data, currently no institutional mechanism exists to share the data
that researchers have compiled and edited from the government sources.
Furthermore, Japan lags in producing documentation for research data in
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English, which makes collaboration between Japanese and foreign re-
searchers difficult. 

All these problems make academic research less efficient, which creates
concerns about Japan’s competitiveness in the humanities and social sci-
ences. Policymakers and the academic community are aware of the weak-
ness of research infrastructures in Japan. In April 2017, the Task Force to
Strengthen Basic Science Capability hosted by the Ministry of Education,
Culture, Sports, Science and Technology (MEXT) summarized its discus-
sion as follows: 

It is necessary to build a data platform in the field of social science. …
This data platform should be neutral and sustainable. It provides a
framework through which research data in the social sciences are cu-
rated, preserved, shared and analyzed.1 

Likewise, in June 2017, the Science Council of Japan issued “Recommen-
dations from the fields of the humanities and social sciences,” which state
that: 

Building databases of historical and public documents, survey data,
etc. is essential not only for the further development of the humanities
and the social sciences, but also for establishing the foundation of in-
ternational collaborative research.2 

Against this backdrop, the Japan Society for the Promotion of Science
(JSPS) initiated the Program for Constructing Data Infrastructure for the
Humanities and Social Sciences starting in the Fiscal Year 2018. Its fund-
ing period is five years from FY 2018 to FY 2022, with an annual budget
of 200 million Japanese yen (roughly 1.65 million euros and 1.83 million
US dollars applying exchange rates of November 2019). While it is a
large-scale project in the domain of the humanities and social sciences, it
is not large enough to build an institution filled with professional staff
members specialized in data sharing. Instead, JSPS tries to encourage, co-
ordinate and institutionalize existing efforts made by research centers
and institutions located at universities. 

1 http://www.mext.go.jp/a_menu/kagaku/kihon/1384933.htm. Translation is mine. 
2 http://www.scj.go.jp/ja/info/kohyo/pdf/kohyo-23-t242–2e.pdf The excerpt is

from the official English version of the report. 
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OVERALL FRAMEWORK OF THE PROJECT 

The project started in April 2018. In July 2018, JSPS called for a tender to
choose a small number of data centers at academic research institutions
to cooperate with JSPS for data preservation and sharing. After a rigorous
evaluation and deliberations at the steering committee meeting, four data
centers were selected in the fall of 2018. Then, around the same time, to
spearhead the preservation and dissemination of research data, JSPS in-
stalled the Center for Constructing Data Infrastructures for the Humani-
ties and Social Sciences as a headquarters of this project. JSPS also made
an agreement with the National Institute of Informatics (NII) to secure
NII’s technical expertise necessary to achieve the goals of the project. 

The headquarters itself does not deal with research data. Its expected role
is 1) to promote data sharing among researchers, 2) to locate past studies
that have not been preserved and shared, 3) to provide guidelines on data
sharing and related issues to the academic community, 4) to coordinate the
activities of the designated data centers and 5) to set up a federated data
catalog to make research data available to researchers in Japan and abroad. 

The data centers are responsible for curating research data from the
original data collectors and for preserving them.3 After the necessary pro-
cessing and editing, the data centers make those data available to the ac-
ademic community for secondary analysis. In order to increase the visi-
bility of social science data collected in Japan, it is also important to pre-
pare related documentation in English and other languages if deemed
necessary. Furthermore, adding value to the existing data is also an im-
portant activity. Depending on the specific characteristics of data, it may
be desirable to harmonize multiple datasets for comparative analysis or
create cumulative data files for longitudinal analysis. In the case of aggre-
gate data from official statistics, harmonization across time also adds val-
ue for secondary users. 

In order to enhance the activities mentioned above, JSPS encourages
the data centers to employ professional staff who work on research data.
Professional staff can be data archivists, data librarians, data managers or
IT specialists who develop tools for data sharing, or any other member
who works exclusively on data management and sharing. The lack of
funding for staff members is one of the reasons why data sharing has not
been widely practiced in Japan. Through providing budgets to hire pro-
fessional staff members, JSPS tries to promote data preservation and shar-
ing among the academic community. 

3 The data centers can work on the datasets that they themselves collected for
research in the early phase of the project. 
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A PLAN FOR A FEDERATED DATA CATALOG 

In order to make social science research data findable and accessible to
the broader academic community, JSPS is developing a federated data
catalog with the NII. The catalog is designed to enable users to search for
research data in the social sciences across the four designated data centers
as well as other institutions with a single interface.4 For that purpose, we
need to ask each data center to provide a description about their data in a
uniform format. As of November 2019, the plan is as explained below. 

For any catalog, it is necessary to set the rule about how the object (da-
ta) being catalogued is described. The description about data is called
metadata. We adopted DDI 2.5 as a metadata standard. DDI is an abbre-
viation for the Data Documentation Initiative, which is a widely used
metadata standard among the social science data repositories world-
wide.5 In order to design the federated data catalog, we compared the
data catalogues of several well-known data archives such as ICPSR, GE-
SIS, UKDS, etc., and selected typically used metadata elements. In order
to make data search more efficient, some of the metadata elements need
to be made consistent with the specific rules of descriptions determined
in advance. The list of specific words for metadata elements is usually
called “controlled vocabulary.” The DDI controlled vocabularies for the
unit of analysis, the sampling procedure and the mode of data collection
have been translated into Japanese. As for keywords for research topics,
the controlled vocabulary and its definition for CESSDA topic classifica-
tion is now being translated.6 

The federated data catalog ideally harvests metadata from each data cen-
ter automatically to avoid mistakes arising from manual works and to keep
the information up to date. Each of the four data centers has its own
strength and weakness, and their existing data catalogs have been devel-
oped locally. JSPS is negotiating with each data center to make its local
catalog compatible with OAI-PMH (Open Archives Initiative Protocol for
Metadata Harvesting), through which the metadata are mechanically har-
vested and then uploaded into the federated catalog. In the long run, we
plan to offer an interface through which institutions other than the desig-
nated data center can upload their metadata into the federated data catalog
as we expect that there is a vast number of research data that can be shared. 

4 In October 2019, one data center in the humanities was also selected following a
call for tenders. The project now has five designated data centers. 

5 https://ddialliance.org/ 
6 CESSDA stands for Consortium of European Social Science Data Archives.

https://www.cessda.eu/ 
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The catalog will be bilingual to make datasets findable and accessible
to those who are not fluent in the Japanese language. For that purpose,
metadata need to be prepared both in Japanese and in English. The de-
scriptions in English may not be as rich and comprehensive as those in
Japanese, but need to be detailed enough to allow users abroad to search
the data effectively. We are negotiating with institutions abroad that
maintain international data catalogues to confirm whether they can har-
vest the metadata from the JSPS catalog to increase the visibility of re-
search data from Japan. 

Currently, the test version of the data catalog is being developed inter-
nally. We hope to make it open during the third year of the project (FY
2020). It is the first attempt in Japan to gather information on research
data across research institutions. Though the knowledge of the availabil-
ity of research data is not a secret, that knowledge is usually held by do-
main specialists. Lacking an institution for data sharing across institu-
tions and the boundaries of academic disciplines may have hindered re-
searchers from finding data that could serve their research needs. The
federated data catalog will make the existing research data more visible
to those who are unaware of the data. We hope that the JSPS’s data catalog
will contribute to the further development of research by making social
science data findable and accessible for researchers in Japan and abroad. 
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HOW E-INFRASTRUCTURE COULD TRANSFORM 
RESEARCH ACTIVITIES

Miho FUNAMORI

1. INTRODUCTION—E-INFRASTRUCTURES IMPACTING PEOPLES’ LIVES 

With the emergence of the World Wide Web around the turn of the mil-
lennium, the Internet has pervaded the world. People are living in a dig-
itally connected world and the Internet, as well as the e-infrastructures
established around it, have become indispensable for daily life. People
are searching and extracting information, making purchases, using on-
line analytical tools, enjoying music, games, and other forms of entertain-
ment, and more importantly, connecting with other people through
e-mails and SNS services. 

For academe, too, the Internet and e-infrastructures have become indis-
pensable. Various research tools have already been built along existing
research flows. Future research processes can (at least ideally) probably
be understood as follows: Each research step uses texts, numbers, images,
or other kinds of digital content, and doing research can be seen as an
activity that processes and transforms digital content over multiple steps.
The research tools then will be built along the research flow as processors
for these conversions. In this scenario, it can even be said that academe
will be more reliant on—or an even heavier consumer of—e-infrastruc-
tures than the general public. 

E-infrastructures for the public were in the first place structured to
imitate certain parts of the real world. Letters and telephones became
e-mails and SNS tools. Newspapers and magazines became information
sites. Stores became e-commerce sites. Records and TVs became stream-
ing sites, and so forth. As time passed, some of the e-infrastructures
have disrupted businesses or workflows from the physical world that
they, in part, once imitated. Newspapers, music industries, and other
content-providing industries are still struggling to find a suitable
business model in the digital age. Some new businesses have emerged,
for instance, linking and analyzing data to enable personalized market-
ing services. 

It can be assumed that digitization in academe will give rise to similar
developments: First, physical research processes are replaced by e-infra-
structures. For instance, printed academic journals have largely become
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available as or turned into e-journals. Calculations done manually are
now generally carried out with computers. In the first place, this was
done to enhance the efficiency of the workflow. However, after a certain
period, some disruptions have set in. To name just one: Chasing journal
impact factors, citations, h-index scores, and other bibliometrics is one of
the most extreme changes in academe. It is altering the value system of
academe regarding what kind of research output academe considers
good research. 

This short paper attempts to sketch the emerging digital transforma-
tions (DTs) seen throughout the research process by examining the func-
tionalities and impact of e-infrastructures used in each step of research.
The various kinds of impact for each functionality are analyzed to identi-
fy patterns across the research process. Finally, the possible DTs in re-
search activities are discussed. 

Note: This paper uses the terms “e-infrastructures” and “e-tools” inter-
changeably. The former gives a rather big and complex impression,
whereas the latter is used for small and handy e-infrastructures. 

2. E-INFRASTRUCTURES USED THROUGHOUT THE RESEARCH LIFECYCLE 
AND THEIR IMPACT 

There are tremendous amounts of ever-evolving e-tools for research ac-
tivities. Many researchers working in education technology and digital
infrastructures have tried to showcase these e-tools (Center for Open Sci-
ence; UGCNETPAPER1; Zayapragassarazan). In many cases, researchers
introduce the e-tools along the research process beginning with identify-
ing the problem, proceeding to the research design, the collection and
analysis of data, the interpretation, the presentation, and ending with the
evaluation. 

Here we examine the e-infrastructures used in each research process.
Typical e-infrastructures used in each research process along with the
functionalities of the e-infrastructures, especially enabled by digitization
and the Internet, are listed below. Additionally, their impact is described
in abbreviated form in parentheses. These kinds of impact are to be ana-
lyzed and interpreted in the next section. 

The e-infrastructures and their impact listed in Table 1 are far from
complete. However, almost all typical features are included; enough so
that the possible DTs of research activities can be discussed and interpret-
ed. 
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Table 1: E-infrastructures used throughout the research lifecycle and their im-
pact 

a) Identifying the problem, research design
• Search tools, especially for article discovery—Web of Science, Scopus, 

Google Scholar
 Instant search among a massive amount of articles. (efficiency, broad range, 

serendipity)
 Relevant articles recommended and citation information available. (effi-

ciency, impact, quantification)
 Knowledge maps available. (efficiency, network)

• Reference management tools—Endnote, Zotero, Mendeley
 Effective organization of references, formatting of references. (efficiency)
 Linking to data. (efficiency, synergy)
 Sharing references with collaborators. (efficiency, network, collaboration)

• Communication tools for research discussions—e-mails, ResearchGate, 
Slack
 Instant and simultaneous communication. (efficiency)
 Communication between people who have never met before. (efficiency, 

network, serendipity, outreach)

b) Acquiring funding
• Research grant application system
Digitalized. (efficiency)

c) Collecting and sharing data
• Sensors, sensor controllers, calibration tools
 Automated, high-speed sampling. (efficiency, Big Data)

• Life logs on the Internet—Cookies
 Acquiring people’s behavioral data for the first time. (efficiency, Big Data, 

personal data, personalization)
• Web questionnaires—Google forms, SurveyMonkey
 Questionnaire survey from a broad range of people. (efficiency, broad range)

• Crowd-sourcing, citizen science—Galaxy Zoo, Foldit, eBird
 A broad range of research areas and leveraging human resources. (efficien-

cy, acceleration of research, broad range, public)
• Databases, data repositories—Datacite, Dataverse, GenBank, ICPSR, UK 

Data Archive
 Using data that you have not created. (efficiency, acceleration of research, 

broad range, serendipity, multidisciplinarity)
 Comparative research across datasets. (metascience, reproducibility)

• Data sharing—Dropbox, Google Drive
 Sharing data with collaborators. (efficiency, openness, acceleration of research, 

network, collaboration)

d) Analyzing data
• Open-source codes—GitHub, Jupiter Notebook
 Sharing and collaborating on codes. (efficiency, network, collaboration)

• Cloud computing platforms, SAAS—AWS
 Leveraging computing power on demand. (efficiency, Big Data, computing 

power, license, on-demand charging)
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• Disciplinary platforms—NFFA, IMBE
 Community portal, collaboration, sharing data and information. (efficien-

cy, network, collaboration, information base, community, platform companies)
 Analyzing tools provided. (standardization, computing power, advanced tools)

• Artificial intelligence (AI)—TensorFlow, Scikit, Microsoft Azure
 Machine learning. (AI, pattern recognition, research without theoretical frame-

work)
• Linking data
 Analyzing combined datasets. (broad range, multidisciplinarity, innovation, 

new research aspects)
 Adding persistent identifiers. (identifier, linking information)

e) Organizing and interpreting outputs
• Figures, charts, tables, presentations—Excel, Powerpoint, CAD
 Drafting figures, charts, and tables. (efficiency)

• Research data management—OSF, DMPTool, DMP Online
 Organizing and managing data. (organizing, accountability, reproducibility)
 Planning data management. (organizing, accountability, transparency)
 Time stamping and access control. (integrity, security)

f) Dissemination of research output
• Preprint server, SNS tools—ArXiv, ResearchGate, Twitter, Facebook
 Sharing of research output at an early stage. (swiftness, recognition, acceler-

ation of research)
 Sharing of research output amongst informal circles including the public. 

(swiftness, recognition, public, informal, new value system, linking with outside 
media)

• Journal platforms—OJS, iThenticate
 Open peer-review, post-publication peer-review, cascading peer-review. 

(openness, swiftness, efficiency, new value system)
 Paper submission, peer-review, publication. (efficiency, platform companies)
 Open access journals. (openness, swiftness, new business model, author-pays 

model)
 Data journals. (new value system, data science, data curators)
 Integrity check. (integrity, accountability)

• Conference management platforms—OpenConf, EasyChair, Eventbrite
 Registration and online payment. (efficiency, workflow)
 Paper submission, peer-review, conference proceedings. (efficiency)
 Online programs, PRs, brochures. (efficiency, linking with outside media)

• Data sharing—Dropbox, Google Drive
 Sharing data with the public. (efficiency, openness, transparency, accountabil-

ity, evidence-based, acceleration of research, network, collaboration, social prob-
lem solving, innovation, security, privacy)

g) Evaluation and impact
• Bibliometrics—Citation, h-index, impact factor
 Quantified impact. (quantification, impact, evidence-based, publish or perish, 

chasing impact, world university rankings)
• Social impact—Altmetrics
 Automated collection of social impact. (social impact, public, new value sys-

tem)
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3. INTERPRETING THE IMPACT OF E-INFRASTRUCTURES 

The impact of the e-infrastructures identified in Table 1 (in parentheses)
are included and categorized by different developments among e-infra-
structures in Table 2. It should be noted that some kinds of impact ap-
peared more often than others. The impact “efficiency” appeared in al-
most all features, which is understandable as e-infrastructures usually re-
place the physical workflow with electronic systems and make the work-
flow efficient, swift, and organized (A). 

Once such e-infrastructures become effective in the workflows, and
content has been gathered, the standardization and quantification stage
begins. People try to set standards across e-infrastructures, starting to
count and compare the practices. This, in turn, results in unpredicted con-
sequences that we now see in academe. Research metrics—such as the
publication number, citations, h-index, journal impact factor—have made
it possible to compare academics in a quantitative and seemingly objec-
tive manner, which was not the case in the past. These metrics are easy to
understand even for the lay public including governments. Thus, they
have enabled the public to have a say in what is happening in academe.
Governments have started to set goals for world university rankings and
put pressure on universities and researchers. 

The metrics are easy-to-understand tools for academics, too. Prior to
the emergence of metrics, only experts in the specific discipline or sub-
field could evaluate which research was exceptional or not. Other re-
searchers were not able to judge the quality of the research. As research-
ers are working in silos more than ever in the ever-evolving research
sphere, this has caused serious problems. Even colleagues in the same
department could not assess each other’s ability, for example. Soon after
researchers started to look at the metrics and judge their fellow research-
ers, however, these metrics became indispensable tools in faculty hiring
and promotion processes. This practice has resulted in the so-called “pub-
lish or perish” phenomenon, causing research fraud and scientific mis-
conduct along the way. Quantification through e-infrastructures created
a completely new value system in academe (B). 

The openness of the Internet and e-infrastructures, too, initiated devel-
opments in academe. The Internet allowed people to share content almost
at no cost and instantly, resulting in massive content and information be-
ing available on the Internet. As anyone was free to search for any con-
tent, serendipitous discoveries were possible, which could never have
happened in the physical world. It provided grounds for new research.
This openness also enabled collaboration between researchers who work
in different locations. Many international forms of collaboration evolved.
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It also allowed communities on the Internet to form using e-platforms,
serving as information bases and communication tools, providing an un-
derpinning for research by making data and analytical tools available. 

This openness also allowed the public to communicate and inter-
act—sometimes also to collaborate—with academics. Either academics
set the research agenda and include citizens as supporters (called “citizen
science”), or citizens take the lead by setting the social issue to be ad-
dressed and draw on academics support. Of course, the interaction be-
tween academe and the public is not always cozy: As academe drastically
expanded in scale after World War II and a never-ending competition in
the realm of “science and technology” (S&T) evolved, S&T budgets have
become such a burden on taxpayers’ that academe was eventually forced
to hold itself accountable to the public. The openness of the Internet
served as a window that led to an increase in accountability, transparency
and academic integrity. 

At first, seemingly without any direct influence on research activities,
service providers turned into platform companies. Today, computing
power and research tools are provided over the Internet, journals are
now being hosted on the publisher’s platform. These companies offer
their services through licenses and on-demand charges, which is a
different model than charging for physical goods. As digital content
can be easily made available on the Internet—which makes it difficult
to charge access fees—new business models such as the freemium-
model, author-pays models and others were invented. However, busi-
nesses are still struggling to find an appropriate income model in the
open access world (C). 

Although it may still be inconspicuous, e-infrastructures are also
influencing the area of research: In the first place, e-tools were intro-
duced to accelerate research. Automated sampling devices and analyt-
ical tools were developed. With the advent of the cloud, software came
to be provided on the Internet (SAAS: Software as a Service) and
researchers obtained access to high-computing power and advanced
tools that they could not afford as individuals. Some numerical simu-
lations were only made possible through such high-computing power.
On the other end of the cutting-edge extreme, the Internet made
resources available through which people from various backgrounds
could work on multi-disciplinary topics, social problems, and new
aspects of research. Policymakers started to hope for innovations
through the openness of the Internet. 

The massive amount of data accumulated through the Internet and
e-infrastructures also opened the door for data-intensive science. Peo-
ple started to talk about the new possibilities of Big Data and actually
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started to work with it. Artificial intelligence (AI), using these massive
data, opened up completely new ways of conducting research. The
traditional way of conducting research was to set up a hypothesis based
on a certain theory, and then test the hypothesis, while AI approaches
the data through pattern recognition and draws conclusions from the
patterns. No hypotheses or theories are needed. As academic disci-
plines, in general, are embodiments of certain theories, the research
approach posed by AI is a possible disruptor in the way research is
conducted. Still, as AI needs massive amounts of data for machine
learning, which is still not available in many disciplines, it needs to wait
for the impact it may have. 

In addition to the evolvement of AI, metascience, the so-called research
on research, is also gaining ground. In the past, researchers set up a hy-
pothesis, collected data, analyzed it, and formed a research output; now,
with many research outputs accumulated as articles and underlying data,
researchers can also choose to analyze across similar research outputs
and analyze the commonalities and differences. This is another new way
of doing research in the digital era (D). 

Even though not fully utilized in the research activities, e-infrastruc-
tures and the Internet collect personal data that could be analyzed. Some
researchers have started to analyze Twitter and other transaction records.
However, only a few researchers come close to tapping the full potential.
Personal data can also be used to assist in research activities. Recommen-
dations or personalized settings are examples. While recommendation
services for research articles already exist, other services still need to be
worked out (E). 

Table 2. Impact of e-infrastructures categorized by different developments in
e-infrastructures 

A) Developments of electronic systems
– Efficiency, swiftness, organizing, workflow.
– Quantification, standardization.
– Identifier, linking information, linking with outside media.
– Reproducibility.

B) Developments upon quantification by e-infrastructures
– Impact, recognition, evidence-based.
– Publish or perish, chasing impact, world university rankings.

C) Developments through the openness of the Internet
– Openness, serendipity.
– Broad range, network, collaboration, outreach, informal.
– Information base, community.
– Public, accountability, transparency, integrity.
– Platform companies, license, author-pays model, new business model.
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4. CONCLUDING REMARKS 

In order to shed light on possible DTs in research activities, the e-infra-
structures used throughout the research process were laid out and their
functionalities and impact were examined. The impact for each function-
ality were grouped by different developments of e-infrastructures and in-
terpreted. Although the impact for each functionality were extracted in-
dependently, the reorganized impact formed a coherent story of what is
happening in the research sphere in the digital era. 

Several DTs—seen as phenomena in which new value systems be-
come established—can be observed. The quantified research metrics
and the chasing these indices, as seen in the “publish or perish” model,
is one notable disruption in academe. Another disruption observed
would be in the business world in the struggle for new business models
in the digital era that impact the broad resources that the Internet
draws together. Researchers are working in larger groups with people
from mixed backgrounds more than ever before. The availability of
massive data and other resources, such as articles and e-tools, opens up
new research areas such as data-intensive science, multi-disciplinary
science, social problem solving, metascience, etc. Moreover, even
though there is some way to go, personal and personalized data
provide huge possibilities to find new research topics and new ways to
navigate through the research process. 

These symptoms are to be watched and strategically approached in the
coming digital era. 

D)Developments in research area
– Synergy, acceleration of research.
– Computing power, advanced tools.
– Multidisciplinarity, social problem solving, innovation, new research as-

pects.
– Big Data, data science, data curators.
– AI, pattern recognition, research without a theoretical framework.
– Metascience, new value system.

E) Developments regarding the relation of persons and e-infrastructures
– Personal data, personalization, privacy.
– Security.
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INSIGHTS INTO THE DIGITAL TRANSFORMATION FROM 
THE FIELDS OF MEDICINE AND HEALTHCARE IN JAPAN

Susanne BRUCKSCH

The digital transformation exerts wide influence on various parts of soci-
ety as well as on the Social Sciences and Humanities (SSH), including the
way research is conducted. I argue that the study of digital tools and their
potential applications requires reflection within the social sciences to bet-
ter understand the manifold implications of digitalisation while also pay-
ing sufficient attention to the mode of operation of digital technologies.
Science and Technology Studies (STS) “focusing on the co-construction
and intersection of technology and modern society” provide a promising
research frame to address the process of digital transformation and its
societal implications (Brucksch, Wagner 2016, 6). Basically, the digital
transformation implies the “manipulation of digital information in ‘com-
puterised’ forms”. We need to understand digital technology as a human-
made infrastructure, which is never just a neutral or value-free object “to
which society simply responds” (Faulkner 2009, 14–15). Instead, the dig-
ital transformation should be “rather perceived as a process wherein so-
cial actors with varying visions, values, and concepts of usage inscribe
their ideas into product designs and reconstitute a specific socioeconomic
order within sociotechnical infrastructures” on many different layers
(Brucksch, Wagner 2016, 6). I have suggested elsewhere to address (a) the
material or physical dimension, (b) the social dimension, and (c) the reg-
ulatory, organisational and financial dimension alongside (d) the digital
dimension in the study of domestic healthcare technologies (Brucksch,
Schultz 2018). Building on these results, this commentary offers insights
from the fields of medicine and healthcare in Japan to highlight some as-
pects of the relationship between digital technology and modern society. 

The concept of digital transformation is frequently associated with pro-
cesses such as digitalisation, virtualisation, and connectivity, all of which
can be observed in the medical and healthcare fields. Connectivity im-
plies that medical devices such as instruments, machines or apparatuses
are no longer only located in their physical place of application. They are
also situated in a digital sense with regard to the “data and information
that is collected, stored, analysed and conveyed via those artefacts” (Pe-
tersen 2019, 41, 44). In other words, medical devices and other healthcare
technologies are increasingly interconnected by information and commu-
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nication technologies (ICTs). A good example is the Smart Healthcare
House developed by the building company Sekisui House. It emerged
from the concept of smart houses as energy-saving units. Another exam-
ple would be monitoring systems (mimamori sensā) employed in elderly
care by several healthcare providers. They are often embedded in assis-
tive devices such as the Robot Assist Walker RT.1 (see Brucksch, Schultz
2018, 27–28, 37–40). These devices acquire, transmit and analyse user data
such as bio-information or profiles of motion. While such monitoring sys-
tems primarily intend to serve users’ needs, the surveillance function,
which is not fully controlled by the user, raises concerns about privacy
and data protection. 

Medical imaging technologies and digitalised versions of patient re-
cords are prominent examples for the processes of virtualisation and con-
nectivity in the medical context. Digital imaging contributes to the way
human bodies are displayed, constructed and utilised during diagnosis
and treatment. Japan shows a particularly high number of medical imag-
ing technologies per capita, with ratios of 112 computed tomography
(CT) scanners and 55 magnetic resonance imaging (MRI) units per 1,000
capita, far above the OECD averages of 27 and 17 respectively in 2017
(OECD 2019, 193). However, such “computerized tomography, ultra-
sound, PET scanners, and magnetic resonance imaging” entail “not pho-
tographic captures of reality but mathematically constructed representa-
tions of structures or metabolic functions” (Hogle 2008, 847). Related is-
sues pertain to potential limitations in data acuity, availability of high-
tech apparatuses, trained specialists or radiation protection in clinical
workplaces. Recently, CT, MRI, and PET (positron emissions tomogra-
phy) have become more equally distributed throughout Japan while
many specialists such as pathologists or radiologists remain concentrated
in metropolitan regions. Not surprisingly, this asymmetric distribution of
devices and specialists has inspired many telemedicine projects such as
telepathology and teleradiology over the past years (Matsumoto et al.
2015, 7–9; Park 2010, 34–35, 43). Another example from Japan is the Smart
Cyber Operation Theatre, which is a “computer-assisted system based on
dedicated information technology for guidance of the complex neurosur-
gical procedures and easy assessment of their results” at Waseda Univer-
sity (Iseki et al. 2012, 1). This example illustrates how advanced digitalisa-
tion and virtualisation accompanied with computer-assisted guidance
may support surgery practices at different locations but also lead to auto-
matic diagnosing and a growing distance between physician and patient. 

Owing to the shortage of medical and healthcare staff, several regions
and municipalities in Japan have introduced telehealth networks mean-
while to sustain medical services by employing ICT infrastructures. To
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understand the situation and the underlying challenges, we compared
two cases of telehealth networks, namely the ism-Link network of Shi-
moina District in Iida City, Nagano Prefecture, and the Fukui Medical Net
(see Brucksch, Schultz 2018, 43–53). These networks were introduced
with the aim of realising a regional comprehensive healthcare system
(chiiki hōkatsu kea shisutemu) on the ground. In the case of Iida City, the
challenge was to bridge the distances between the urban centre and the
mountainous outskirts. In the case of Fukui, the goal was to connect acute
treatment at hospitals with aftercare and long-term care at home provid-
ed by care facilities in Fukui Prefecture. In both studies, local health insti-
tutions began to collaborate more intensively with each other only after
telehealth networks had been introduced. However, concerns also came
to light such as the cost for maintenance and renewal of infrastructure or
lack of user acceptance among medical professionals and care staff, who
preferred conventional means of communication such as facsimile and
telephone. These cases demonstrate that the introduction of digital tech-
nologies such as telehealth networks are complex endeavours. They face
not only technical, but also various social and organisational challenges
and may cause deviations in the end from initially set cost reduction tar-
gets. It proves the case that multi-disciplinary perspectives provided by
SSH are necessary if we seek to better understand and implement socio-
technical solutions. 

The provision of online diagnosing of new patients became available
only after legal reforms had been enacted in early 2020. During the pan-
demic caused by the novel coronavirus, the MHLW (Ministry of Health,
Labour, and Welfare) listed over 10,000 medical and dental clinics accept-
ing ordinary patients for online diagnosing provided remotely through
digital devices like smartphones (Mainichi Japan, April 24 and 25, 2020).
This change was deemed necessary because, although by early June only
12 % of all infections had occurred at clinics and hospitals, these account-
ed for 24 % of all deaths related to Covid-19 in Japan. As in-patients with
cancer, blood disorders, advanced age and so forth are particularly vul-
nerable, many hospitals began to restrict or suspend medical examination
for out-patients in an effort to prevent further infection (Asahi Shimbun,
July 02, 2020; Mainichi Japan, June 08, 2020). At present, MHLW considers
online diagnosing for new patients as a temporary measure until the pan-
demic ends (Mainichi Japan, April 24 and 25, 2020). Over time, however,
online diagnosing and prescription might become a permanent option,
necessitating further research from the SSH on the wider implications for
Japan’s health system. 

Digital infrastructures may shift the initiative for medical treatments
from practitioners and nurses to patients. Similarly, they may also pro-
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vide alternative channels for remote psychological support for people
suffering from serious health conditions (Brucksch 2020, 147–148). Hogle
(2008, 844) argues that digital technologies and smart medical devices
“can also lead to new professional groups when specific skills are re-
quired”. This involves changes at the individual- and organisational lev-
els affecting elderly patients, medical staff, nurses and healthcare work-
ers as well as medical facilities and long-term care organisations. In a
study of tele-monitoring devices in cardiology in the Netherlands, Ouds-
hoorn (2008, 277) observed shifts in professional roles, changes in medical
authority and health practices. She writes, “[w]ork previously performed
by cardiologists, general practitioners, or nurses is delegated to individu-
als [patients] with no previous experience or education in these matters”.
In other words, the digital transformation influences work routines, pro-
fessional roles and health systems on various levels, which entails im-
proved options of aftercare, but has ramifications beyond the sheer prom-
ise of alleviating labour shortages and containing rising healthcare costs
as well. 

As a result of the digital transformation, “policies and programs in
healthcare are oriented towards algorithmic medicine, drawing on big
data analysis assisted through the use of AI, including machine learning,
along with data generated by citizens themselves” (Petersen 2019, 41, 44).
These developments also direct public subsidies, research funding as well
as legislative processes. Hogle (2008, 849) points to the relationship be-
tween the state, public health, and ICT infrastructures by saying that “an
elaborate information system that collects data on many aspects of hu-
man life on an ongoing basis and can be mined for a variety of purposes
is essential to the state’s interest in the health and well-being of citizens,
which are also concerns for the good of the state”. An ICT infrastructure
can thus grow into a means of governance for a “capitalist regulatory
state” (Faulkner 2009, 7), particularly in health systems confronting age-
ing, rising health costs, shortages in the medical and nursing workforce
and an uneven provision of health services across regions. At the same
time, the digital transformation in the field of medicine and healthcare
continues to drive R&D and technological innovations and push for new
regulations in the field of data protection and privacy. 

In Japan, the government’s basic approach to coping with ageing, de-
population in non-metropolitan regions, rising healthcare cost, labour
shortages in healthcare and elderly care has been outlined by the political
framework of a Society 5.0, a “human-centred society that balances eco-
nomic advancement with the resolution of social problems by a system
that highly integrates cyberspace and physical space”. To achieve this
goal in the field of medicine and healthcare, the vision suggests “AI ana-
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lysis of big data spanning diverse types of information, including person-
al real-time physiological data, healthcare site information, treatment/in-
fection information, environmental information, and the following will
be realized” (CaO n. d.). By putting forward such a vision, the govern-
ment refers to goals such as autonomous living for the elderly, through
solutions such as tele-communication via robotic devices, patient moni-
toring and automatic detection of states of illnesses. Increasing the link-
age between health institutions to generate synergies and cost reduction
in terms of financial and human resources, and reducing the need for hu-
man care and nursing interventions by providing robotic care devices
(connected via digital networks) are considered important solutions to
achieve this end. The overall idea is to extend the healthy life span and
limit the need for care at the end of life, thereby also reducing the costs of
ageing for society. In other words, behind the aforementioned contents
and measures of this governmental vision, there are more diverse inter-
ests shining through the general wording while other options might go
unnoticed. More specifically, we can observe a techno-positivistic per-
spective accompanied by economic priorities and avoidance of increasing
healthcare staff instead of equally considering alternative options such as
migration of healthcare specialists to Japan or improvement of wages and
working conditions to address the labour shortage in elderly care. 

To conclude, the research by disciplines such as STS will continue to
focus on the intersection between technology and modern society and
their co-productive nature. The digital transformation and its societal
ramifications in fields such as medicine and healthcare, however, raise
new questions, which need to be critically assessed. For instance, we
might ask which uncertainties remain regarding algorithmic-generated
displays of human bodies; are there any ethical boundaries for digital ap-
pliances in the medical field; which purpose do digitalised versions of
patient records serve in the management of hospitals and in complex
health systems; how do online tools influence practices of diagnosing,
medical treatment and nursing care; who cares for the data security, pri-
vacy and dignity of individuals; and what are the vested interests of the
various stakeholders behind and beyond the political visions of algorith-
mic medicine. The digital transformation leads to a research lacuna for
the SSH. The analysis of intersections between digital technology and so-
ciety extends well beyond the field of medicine and healthcare. Address-
ing these topics, the four aforementioned dimensions – material/physical,
social, regulatory/organisational/financial and digital – may offer a prom-
ising framework. Finally, the notion that how we perceive physical or so-
cial phenomena depends on the tools by which we observe them, applies
not only to the use of digital technologies in the medical field. It also holds
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true for digital tools employed in the SSH. In other words, our perception
of society changes with the instruments used to observe and to describe
social conditions. Hence, we also need to reflect critically on our research
and the digital tools employed for their analysis. 
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POLITICS IN THE AGE OF CONNECTIVE CYNICISM

Fabian SCHÄFER

The digital transformation (DT) of society has not only changed the way
humans interact, but has also created new possibilities to study society
and its political and cultural ramifications. The new discipline of compu-
tational social science has opened up new research fields, including ap-
proaches that try to model or simulate, sometimes even predict, human
or social behavior, based on the analysis of large to even “big” datasets
(e. g., data acquired from Social Media, search engines, or GIS). Needless
to say, the all-encompassing DT necessitates adequate epistemological
models and theories as well as methodological (computer-assisted) ap-
proaches, especially with regard to understanding the function and
meaning of Social Media (SM). However, it is important to emphasize
that social interactions on SM are not equal to or even remotely represen-
tative of “offline” social behavior. Different from other proponents work-
ing in the field of CCS, I argue that particularly with regard to SM, we are
not merely dealing with sociality online, but with a whole new and unique
form of online sociality, namely, 

a unique social sphere of connective interactions mediated by algo-
rithms, based on the specific (determining, yet also enabling) affor-
dances of social media platforms, which shapes our perceptions and
has a growing impact on the outcome of sociocultural and political
events. 

It is only with the help of new computational approaches and methods,
as they are currently developed in DH, CSS in particular, that it is possible
to grasp the manifold mechanisms and impacts of what I therefore call
algorithmic-connective sociality (ACS). 

Firstly, one needs to be aware of the fact that users and researchers are
dealing with hidden algorithms (Diakopolous 2015; Latour 1999; Pasquale
2015). On SM, users are (voluntarily or involuntarily) interacting not only
with real humans, but also with algorithms, such as filter algorithms sug-
gesting information and potential friends, or machine learning algo-
rithms, for instance, those used in software to control bots (“friendly”
chatbots and “malicious” social bots alike). Therefore, we knowingly or
unknowingly interact equally with human and non-human users and
content. As researchers, we can study these hidden algorithms only as
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“black boxes” by analyzing the output they generate, thus reverse engi-
neering their function. Based on large-data empirical analysis, we can
thereby obtain at least circumstantial knowledge of what these algo-
rithms are designed to do. 

Secondly, I argue that the larger share of communication on SM is of a
connective nature, and not “communicative” in the traditional sense. I use
sociologist Kitada Akihiro’s concept of “connective sociality” (tsunagari
no shakai-sei) to describe this specific form of social interaction. Kitada
(2005) originally coined this term in his landmark study Warau Nihon no
nashonarizumu (Japan’s Sneering Nationalism) to describe a self-referen-
tial communicational style having emerged online towards the end of the
1990s, particularly among otaku and Internet right-wingers (netto uyoku)
in Japan. Other scholars from outside Japan have emphasized the impor-
tance of connectivity or connective sociality as well (cf. van Dijk 2013,
Hepp et al. 2008). 

On SM, ACS has two forms, one at the level of networks and the other at
the level of content. At the level of networks, one can differentiate between
articulated and behavioral networks (cf. boyd and Crawford 2012). Articu-
lated networks resemble offline social ties, as they are explicitly articulat-
ed and publicly visible forms of SM such as friends lists on Facebook or
followers on Twitter. These can be analyzed and visualized by applying
basic statistical methods of network analysis or by qualitatively studying
online profiles (i. e. virtual ethnography). The second form of ACS takes
place rather at the level of content, namely language or audiovisual infor-
mation. Posts on Facebook or tweets on Twitter can create networks

Figure 1
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amongst users sharing or liking a piece of information posted by others.
It is important to add that behavioral networks can extend far beyond the
articulated user networks, since posts or tweets can potentially be shared
outside the articulated network. Put differently, to share or like content
within the semi-private sphere of the articulated networks means to po-
tentially and unintentionally share this information with other users via
our more unstable behavioral networks. 

With regard to what might therefore also be called behavioral connec-
tivity, the “ideational” or “diaological” use of language or audiovisual
information, namely, communication aiming at the transfer or exchange
of propositions (information, opinions or attitudes), can be further differ-
entiated from its “phatic” use. Phatic communication, which Kitada has
therefore also described as “autotelic”, is not primarily aiming at convey-
ing a message or information. Anthropologist Bronislaw Malinkowski
(1923: 315), who originally coined the term already in the 1920s, described
phatic communication (or “communion”, in his own words) as “a type of
speech in which ties of union are created by a mere exchange of words”.
Put differently, the autotelic function of phatic communication lies in sig-
naling (discursively or non-discursively) that one is still being connected
in order to maintain social relationships. The habit of mutually greeting
each other in the neighborhood or a village on a daily basis, which takes
place by means of the exchange of signals (words, signs), is a perfect ex-
ample of phatic “communion”. Anybody who has grown up in a small
village knows the importance of phatic “communion”, since unwillingly
forgetting or willingly neglecting to greet somebody in this setting can
have severe consequences, even leading to the virtual expulsion from the
village community. 

Something that cannot be stressed enough is the fact that SM has inte-
grated phatic communication into its very platform architecture by
means of functional operators, such as Like-buttons, @-marks, hashtags or
Retweets, that can be executed simply by one click or the use of a single
symbol. Papacharissi (2015: 34, 35) therefore calls these operators “con-
versational” or “adressivity” markers. Since phatic communication on
these platforms is as habitualized as in real life, it is also a highly emotion-
al and affective behavior. Hashtags are a very good example of the func-
tionality of phatic communication on social media, since they “combine
conversationality and subjectivity in a manner that supports both indi-
vidually felt affect and collectivity” (Papacharissi 2015: 27). It is in these
operators or markers that the peculiar “connective affordance of social
media” (Papacharissi 2015: 9) can be found, since to communicate on SM
often does not necessarily mean to use language, but rather to phatically
express affirmation or discontent with others. 
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From a political point of view, these phatic affordances of SM have fa-
cilitated the almost instantaneous generation of connective consent or
discontent (or sometimes only a “fiction” of consent or discontent, creat-
ed with the help of armies of trolls or social bots) to marginal or even
radical political attitudes and opinions on social media. Bennett and
Segerberg (2013: 32) have described the mobilizing capacity of SM as
“connective action”, namely as a “typically far more individualized and
technologically organized set of processes that result in action without
the requirement of collective identity framing or the level of organization-
al resources necessary to respond to opportunities.” 

THE DIGITAL TRANSFORMATION OF POLITICS: SOCIAL BOTS & HATE SPEECH 

I argue that certain contemporary ideological or political phenomena, like
the global rise of right-wing nationalism and populism, cannot be ex-
plained without understanding the techno-social mechanisms of ACS de-
scribed above. I will give two examples from my own research, namely
social bots and hate speech, to explain this connection. 

a) Social bots and computational propaganda 

Computational propaganda (i. e., the orchestrated attempt to manipulate
public opinion or the outcome of elections via fake news or bots etc.) poses
a fundamental threat to the political sphere, where SM has turned into a
ubiquitous tool of political campaigning and mobilization. As already
mentioned, SM can facilitate the mainstreaming of marginal and even ex-
tremist political positions based on the predominantly phatic mode of com-
municating. Normalizing extremist positions lies at the heart of what right-
wing populist or neo-nationalist strategists call “metapolitical” strategy.
Put differently, the fact that SM has become so important in politics plays
into the hands of its enemies, since radical opinions or “alternative truths”
or hate against political or ideological opponents can be phatically dissem-
inated with the help of social bots or troll armies very easily. 

In our research on the activity of social bots on Twitter during the 2014
General Election in Japan (based on a sample of 542,584 tweets, keyword-
filtered with election-related keywords like parties, candidates and buzz-
words, and collected three weeks before and shortly after the election),
we were able to show that moderate Internet right-wingers (netto uyo) at-
tempted to support PM Abe Shinzō’s hidden nationalist agenda in the
online-sphere with the help of bots (Schäfer et al. 2017). The aim was to
manipulate public opinion by choking off or muddying certain political
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issues, or by creating trending topics and thereby pushing these on the
political agenda. Although it is impossible to identify who is behind this
activity (members of LDP’s official online support group, the Jimintō Net
Supporters Club (J-NSC), are very likely candidates since they seem to
overlap in part with moderate Internet right-wingers). This kind of com-
putational propaganda is representative of (right-wing) connective ac-
tion, namely a connective network of human users and non-human bot-
nets that was used to push or highjack certain hashtags in particular. As
our research results can show, the most salient strategy was to verbally
discredit politicians from oppositional parties or journalists from liberal
media outlets during the electoral campaign period, often by simply add-
ing the hashtag or word “anti-Japanese” (han’nichi) next to the name of a
politician or journalist in a tweet, thereby publicly expelling a person
from the “natural” community of “the Japanese”, turning him or her into
a traitor against his or her own people. 

To summarize, one can argue that bots have become effective due to the
linguistic and functional narrowness of phatic communication, because
they can easily exploit the affordance structure of SM. However, it is impor-
tant to emphasize that the effectiveness of bots is not only based on the
technological improvement of the algorithms used in the software to con-
trol bots or whole botnets, but stems from the narrow communicational
(phatic) behavior of the typical human user as well. In this regard, it has
also become more and more difficult for researchers to detect bots in the
behavioral network of often-indistinguishable human/nonhuman activity
on SM. To rephrase our results more drastically, if the behavior has become
so indistinguishable, eventually it does not matter if it is bots, very cleverly
imitating human behavior, or human users, having become increasingly
bot-like, that are behind these computational orchestrated attacks. 

b) Hate speech against female politicians 

Hate speech is commonly defined as “language that is used to expresses
[sic] hatred toward a targeted group or is intended to be derogatory, to
humiliate, or to insult the members of the group” (Davidson et al. 2017).
This includes misogynist or sexist language as well as racially discrimina-
tory terms or slurs. Being an intermediate but asymmetric space of semi-
privacy or semi-publicness for the persons being attacked by hate speech
and the ones expressing their hate alike, with the former making them-
selves vulnerable by their online appearance and the latter publicly abus-
ing somebody without revealing their true identity, the collapse of the
clear distinction between private and public on SM has facilitated the
spread of hate speech online. 
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In our study of hate speech against female politicians on Japanese Twit-
ter, we intentionally collected our data (a dataset consisting of 9,449,645
words) in a time period when there was no major election looming or
ongoing (namely, January through mid-April 2018) to gain insights into
the magnitude of everyday verbal abuse against female politicians on SM.
In the first step of our study, we conducted a manual sentiment analysis
of a randomized sample of 50 tweets for each of the four quantitatively
most salient female politicians in our dataset. The result of our sentiment
analysis shows that only 4.5 % of the 200 tweets mentioning these four
politicians conveyed a positive sentiment. In the next step, we analyzed
the tweets including negative sentiments in greater detail. In all four cas-
es, one-third to almost one half of the negative tweets contained abusive
language. Since all four female politicians belonged to oppositional par-
ties such as the CDP, one can argue that it is more likely to receive tweets
conveying verbal abuse and hate speech than female members of the LDP. 

Verbal abuse and hate speech against female politicians is mostly based
on gender and sexuality, namely the outward appearance or an alleged
misbehavior that does not match the conservative image of a woman.
Moreover, misogynist or sexist verbal abuse and hate speech is often in-
tersectionally co-occurring with nativist comments or even racist slurs.
Similar to our analysis on the activity of bots, verbal attacks on female
politicians followed the logic of nativist exclusion from the national com-
munity of “the Japanese” by addressing them as “anti-Japanese” or “trai-
tors” (baikoku). Again, it is obvious that the harshest forms of hate speech
and verbal abuse are coming from racist and misogynist Internet right-
wingers, with some of them being supportive of certain female LDP
members as long as they are neoconservative hardliners (such as former
LDP politician Koike Yuriko). 

The orchestrated attacks on female oppositional politicians are yet an-
other example of right-wing connective action, having serious conse-
quences on the political sphere and public discourse. Besides being expe-
rienced as psychologically abusive on a personal level, orchestrated and
constant misogynist and racist hate speech against female politicians
must be considered a hindering factor for women to stay or go into poli-
tics. Moreover, besides these direct political effects, online hate speech
also contributes to the normalization of misogyny and racism, thereby
shifting the normative borders of what one is allowed or not allowed to
say publicly towards the radical extremes. This verbal barbarization of
language in public discourse, which can be observed all over the world,
contributes to the creation of a climate of polarization, which is also one
of the aims of the metapolitical strategy of the New Right or right-wing
populists. 
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CONCLUSIONS: POLITICS IN THE AGE OF CONNECTIVE CYNICISM 

To summarize the consequences of the DT for the political sphere with
regard to the emergence of ACS, I argue that we are currently living in
an age of “connective cynicism”. It is only through the lens of this
concept that one is able to grasp the connection between the techno-
social emergence of ACS and the ideological rise of neo-Nationalism
and right-wing populism not only in Japan, but globally. It is not by
accident that Abe with his populist nationalism, the New Right and
AfD/FPÖ in Austria / Germany, or the Alt-Right and Trump share not
only a very similar nativist/racist and misogynist/anti-feminist exclu-
sivist rhetoric, but are also very successful in employing SM in their
political campaigns. 

The concept of connective cynicism can explain the interdependence of
a) the media-technological and b) the ideological dimensions of the ongo-
ing digital (connective-algorithmic) transformation of politics, namely
the interrelated co-occurrence of a certain ideological zeitgeist and the
birth of technological affordances of SM. As already mentioned, it is im-
portant to bear in mind that the socio-technological affordances of social
media platforms, particularly the mobilizing power of the highly affectu-
al and emotional side of platform-integrated phatic communication, has
contributed to, and maybe even facilitated the recent outburst of populist
or nationalist sentiments as well as their instrumentalization by right-
wingers and populists. 

Secondly, I understand cynicism here as “enlightened false conscious-
ness”, namely a “modernized, unhappy consciousness, on which enlight-
enment has labored both successfully and in vain,” a consciousness that
“no longer feels affected by any critique of ideology”, since “its falseness
is already reflexively buffered” (Sloterdijk 1988: 5). If seen from this per-
spective, it becomes obvious that right-wing populists or neo-right-wing-
ers apply cynicism as a political strategy. Cynics, one could argue, are not
only well aware of the fact that what they are doing or saying is amoral
or politically incorrect, but are doing so precisely because it is the case,
strategically bargaining on the public outburst that there actions create,
thereby creating the publicity they want to achieve. ACS, with its highly
frequent and affective phatic communication is perfectly suited for this
strategy. Moreover, we find this cynical strategy or attitude not only to be
a central element in right-wing politics or populism, but also in the way
Internet right-wingers “justify” the transgressive racist or misogynistic
humor we find in verbal abuses and hate speech against female politi-
cians or ethnic minorities. Right-wing populists and Internet right-wing-
ers share a strategy of “tactical self-denial” (Tobias Weiss), namely a cyn-
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ical strategy of self-renunciation by claiming that what they have said
wasn’t actually meant. 

In this sense, both groups are launching constant attacks on the liberal
or left-leaning political and intellectual establishment with their connec-
tive-cynical strategy, forming a mutual discursive opportunity structure
in which the misogynist/racist cynical humor of netto uyo and Abe’s (and
others’) right-wing populist politics have successfully interlinked. We are
able to observe the long-term consequences of the dominance of connec-
tive cynicism in politics already today, namely the normalization of anti-
feminist and racist or nativist discourses and terminologies or the grow-
ing distrust in the mass media and the political system in general. In the
case of Japan, this has become obvious by the strategic verbal exclusion of
common antagonistic enemies (the political opposition or liberal media
outlets) from the “natural” community of “the Japanese” or Japanese so-
ciety, by adding the hashtag “anti-Japanese”, or by calling them “dis-
graceful adults” (hazukashii otona), as Abe has done in the past in one of
his Facebook posts. Right-wing trolls or bots have become the ideal weap-
ons in this ongoing culture war since the phatic communication (i. e., the
use of a language that is reduced to the repetition of short slogans or the
systematic strategy of performative verbal exclusion from a community)
can be easily exploited by bots, thereby directly or indirectly supporting
the connective-cynical strategy of political right-wingers. 
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COLLABORATIVE AND CONSTRUCTIVE RESEARCH 
DESIGN IN THE DIGITAL AGE

Cornelius SCHUBERT

For some parts of the social sciences, the digital age dawned in the 1980s.
It was the time when computers had just been introduced into workplac-
es and organizations on a large scale. Much to the surprise of the software
engineers in charge, the users were reluctant to adopt the new technolo-
gies and many systems failed to be integrated into established workflows.
Looking for answers, the software engineers turned to social scientists,
mainly coming from ethnomethodological and interactionist traditions,
in order to learn about the reasons why their systems failed in daily work
practice. Likewise, the social scientists were keenly interested to learn
about the transformations in work and cooperation occasioned by the
new digital technologies. This mutual interest eventually led to the
founding of a new interdisciplinary field between computer and social
science: Computer Supported Cooperative Work (CSCW, Hughes et al.
1991; Schmidt/Bannon 1992). 

I argue that the mutual engagement of computer and social scientists is
a key relation to be addressed when thinking about the transformations
of research designs in the digital age. I will show this not for cases of big
data or machine learning, but for qualitative approaches such as ground-
ed theory and qualitative data from participant observations and inter-
views. In case of CSCW, the engagement of computer and social science
mainly lead to the transfer of qualitative methods and praxeological con-
cepts into systems design. The digitization of workplaces thus led to an
increase of qualitative research designs focusing on relations between so-
cial organization and technical infrastructures in praxis. In other words,
the research designs at this dawn of the digital age largely drew on estab-
lished approaches coming from anthropology and sociology. Up until to-
day, CSCW draws heavily on methods and concepts from social science
in order to design digital technologies (Rohde et al. 2017). 

My main question is in which modes social sciences may engage with
the digital transformation at the level of research designs. In contrast to
the established modes of synthesis and service, I will argue for a symmetri-
cal approach (cf. Barry et al. 2008). The case of CSCW can be seen to follow
a logic of “integrative-synthesis” (Barry et al. 2008, 28) between computer
and social science, culminating in the fusion of disciplines and forming
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novel hybrid fields such as “socio-informatics” (Wulf et al. 2018). Howev-
er, critical voices have also pointed out that, in many cases, the collabora-
tion between computer science and social science may take the shape of a
“subordination-service mode” (Barry et al. 2008: 28), in which social sci-
ence is reduced to providing “implications for design” (Dourish 2006) for
software engineering. Indeed, in many cases, social scientists are called
upon in a “response mode” (Ribes/Baker 2007 drawing on Strathern) to
study the effects of digital information infrastructures without being in-
volved in the design at all. The symmetrical approach conceives interdis-
ciplinary collaboration in a different manner. It resonates with an “ago-
nistic-antagonistic mode” (Barry et al. 2008, 29), in which both computer
and social science maintain distinct disciplinary interests while at the
same time engaging in close interdisciplinary exchanges. We refer to it as
a symmetrical approach (Schubert/Kolb 2020), since the research designs of
both social and computer science are closely mapped onto each other and
brought into a productive tension. 

The symmetrical approach draws on two developments. First, process-
es of digitization continue to spark interdisciplinary collaboration across
many fields (Goulden et al. 2017). This may include disciplines, sub-dis-
ciplines or scholars who do not share a common history in collaborative
work that fields like CSCW can draw upon. The collaborative challenge
then resides in defining a productive “trading zone” (Galison 1996) that
enables mutual benefits for the involved parties. This is a “going concern”
(Hughes 1971, 52–64) of all interdisciplinary collaborations in the sense
that such trading zones are “collective arrangements [that] are made and
unmade” (ibid., 53). Second, the mutual history of computer and social
sciences in fields such as CSCW has initiated fruitful areas of overlap con-
cerning concepts and methods. Especially, it seems, qualitative research
approaches such as grounded theory share some intriguing resemblances
with design approaches such as object-oriented programming (see Bryant
2017). They both interlink empirical observations with conceptual ab-
straction, thereby working their way from the bottom up instead of pre-
scribing top-down measures of theory or technology. Thus, we see that
such approaches, while having marked differences, share basic similari-
ties that can be used to bring the respective fields together. 

Aligning research design and technical design in a symmetrical fashion
furthermore entails various sets of shared assumptions that help to facil-
itate heterogeneous collaboration (see Schubert/Kolb 2020: 7–11 for an ex-
tended discussion). First, it rests on two general assumptions. Assump-
tion 1a holds that a symmetrical approach should be impartial to either
social or technical prioritization (cf. Callon 1986) and thus should avoid
the biases of either technology-centered or human-centered design (Berg
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1998). Assumption 1b states that research design in the social sciences and
technological design in computer science may be understood as varia-
tions of a general type of problem solving, specifically as processes of “in-
quiry” (Dewey 1938). The second set of assumptions pertains to the “ag-
onistic-antagonistic mode” (Barry et al. 2008: 29) of collaborative re-
search. Assumption 2a acknowledges disciplinary discontinuities be-
tween social and computer science and seeks productive ways to exploit
the “great divide” (Bannon 1997) by establishing a trading zone that en-
ables the development of individual disciplinary insights. Assumption 2b
holds that such trading zones will in turn allow collaborative research to
push back on the respective disciplines by providing new insights that
emerge from the ongoing interactions (Dourish 2006). The third set of as-
sumptions pertains to the concrete configuration of inter- and transdisci-
plinary research. Assumption 3a states, as already mentioned, that some
research designs in social science are compatible with specific modes of
designing technology and thus provide the grounds for a continuous it-
erative engagement through mutual empirical and conceptual work (Bry-
ant 2017). Assumption 3b builds on this by pointing out that such collab-
orative work requires high-frequency and long-term interaction by all
parties, not subdividing the majority of tasks into temporally or function-
ally separate units, but running them in parallel throughout all phases of
research. 

Last, but not least, this symmetrical approach to collaborative research
design does not only offer new modes of engagement between social and
computer science in the digital age, it may also enable social science to
become a constructive agent in technology design. Social science then
goes beyond the established formats of observation, analysis, and critique
and places itself into the thorny habitat of design. It moves into an uneasy
position in which results from social research may become manifest in
technological artefacts for better or worse. This ‘design mode’ extends the
transformations of research design in the digital age. The main challenge
of a symmetrical design mode is to enable research designs in social sci-
ence to maintain their full epistemic potential and not reduce them to
mere “implications for design” (Dourish 2006). 

Instead of providing convenient shortcuts for integrating concepts and
methods from the social sciences into computer science and vice versa, a
symmetrical design mode requires mutual and ongoing reflections of re-
search designs. In the long run, it calls for an active positioning of social
sciences in the digital age and in a manner in which they are able to make
specific contributions (cf. Collins 2018 for a recent discussion) to societal
discourses as well as technical infrastructures. The symmetrical approach
holds that collaborative research can facilitate contributions in three re-
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spects: first, a deeper understanding of digital dynamics in societal trans-
formations; second, the potential to push back on social science methods
and concepts from transdisciplinary collaboration; third, the involvement
of social scientists themselves in the digital transformation through a con-
structive design mode of social research. 
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SOCIAL SCIENCES AND THE HUMANITIES IN THE AGE OF 
BIG DATA. WHAT IS AT STAKE?

Martina FRANZEN

Not digitization as such, but the emergence of digital data is widely seen
as a catalyst for far-reaching socio-technological change (Schönberger &
Cukier 2013; Süssenguth 2015; Geiselberger & Moorstedt 2013; Franzen
2019). Datafication has thus been characterised as “a new paradigm in
science and society” (van Dijck 2014: 198). While science in particular has
always produced data and analyzed them for the purpose of knowledge
acquisition, the transformation of analogue events into digital data is now
a ubiquitous and comprehensive process based on new communication
and information technologies (Franzen 2018). Since the machine’s perfor-
mance depends on the volume and variation of training data, Big Data is
key for machine learning. “The world of data has gone from being ana-
logue and digital, qualitative and quantitative, transactional and a by-
product, to, simply, BIG.” (Uprichard 2013: 1) 

The big question about the transformation of academic science by Big
Data, however, can hardly be answered empirically. That would require
a plethora of qualitative and quantitative studies that take into account
the diversity of science in disciplinary cultures, including historical clas-
sifications. However, this paper argues that in order to be able to assess
the potential for transforming science in general and the social sciences
and humanities (SSH) in particular through Big Data, it is indispensable
to not only consider the internal change in science (paradigms, methods
and data) but also to look at the relationship between science and society.
The decisive question then is to what extent datafication blurs established
boundaries. 

The demarcation of science from non-science is the dominant feature
when it comes to characterising science and society relations. The ‘bound-
ary work’ that professional scientists invest in to draw the line between
professional science and parascience is only one intriguing example
(Gieryn 1983). Science is a self-referential system that reproduces itself
through publications that are received and cited by peers to create a net-
work of scientific publications, which allows for a reflexive recourse to its
own operations (Stichweh 1987). The social mechanism of quality control
is peer review. Whereas peer review is used on different levels and for



Social Sciences and the Humanities in the age of Big Data

67

different purposes from individual promotion to research funding, the
prototype of peer review is actually the pre-publication review of manu-
scripts in order to inform publication decisions (Hirschauer 2004). With
the digitalisation of scholarly communication, the space limitations that
were inherent in the printed medium have disappeared. Not only have
mega-journals (such as PLOS ONE) emerged—which operate on the
principle of “publish first, filter later”—, the medium of text has also been
expanded by publishing research data in specific data repositories, in
data journals or as add-ons for papers on journal websites (Franzen 2014).
While the publication of the underlying data was triggered by replication
problems in the experimental sciences (Franzen 2016), making data that
has been collected available to the public in order to enable multiple us-
ages has also become relevant in the SSH. Open Data is one facet of the
credo of open science as currently incentivized by science policy, in par-
ticular by the EU research funding policy (European Commission 2016;
Franzen 2019). The plea for open data goes hand in hand with the trend
towards data-centred approaches in science. The promise of Big Data is
that more data can lead to more knowledge, even if some premises are
questionable (boyd and Crawford 2012). Nevertheless, some authors
speak of a paradigm shift in science towards a data-driven approach
(Kitchin 2014). Others question the idea of science by proclaiming (in a
provocative way) the “end of theory” (Anderson 2008) in favour of statis-
tical pattern recognition in data, as the example of decoding the human
genome in the famous race between publicly funded research and the pri-
vate sector suggests. Anderson even goes so far as to end his controversial
article in Wired with the appeal: “It is time to ask: what can science learn
from Google?” (ibid.) 

Conversely, the SSH never tire of stressing that data does not speak for
itself. In their view, critical data studies on the one hand, and qualitative
and hermeneutic approaches to understanding social processes on the
other, are still indispensable. The social sciences, however, in particular
are in danger of seeing their traditional empirical methods overtaken. If
one takes the survey instrument as an illustrative example, the method-
ological pitfalls are obvious: the survey is always only a selective repre-
sentation of a population and at the same time, as a reactive instrument,
not free of biases. If, firstly, it were possible to evaluate data from more
people, and if, secondly, this data were not artificially collected, it might
be possible to generate more knowledge about social processes or atti-
tudes. Such user-generated data is currently being produced automatical-
ly and continuously through online participation in social networks such
as Facebook, Twitter, or Instagram. That said – and here lies the real prob-
lem for the social sciences – unaffected by the trend towards Open Data
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as incentivized by science policy, companies such as Facebook are not
subject to the requirement to publish or release their data (and rightly so
for data protection reasons, as the recent scandal about Facebook’s coop-
eration with Cambridge Analytica has impressively shown). The auto-
matically generated data on usage behaviour could, however, provide
relevant insights for the social sciences. But academic scientists normally
do not have access to the data; data sovereignty is reserved for companies
that use the data for their commercial purposes. (Social) data might be
best characterized as “boundary objects” (Star & Griesemer 1989) to
which science no longer has exclusive access. 

In addition, the social sciences are increasingly relying on digital meth-
ods to try out new ways of gaining knowledge. Particularly when it
comes to text mining in SSH as a supplement to classical content analysis
or hermeneutic methods, the advice of computer scientists or the emerg-
ing group of data scientists is often sought to read out the data and make
it fruitful for further analyses. This is where new forms of research coop-
eration are created, in which the SSH scholars are partly dependent on the
expertise from outside to advance their research. To what extent these are
reciprocal alliances between SSH and Date Science would be worth inves-
tigating. 

Somewhat similarly, in the natural sciences’ user-generated data play
an increasing role when it comes to scientific problem-solving. This is re-
ferred to as Citizen Science: non-scientists participate in the scientific pro-
duction of knowledge. The role of citizens in the corresponding projects
is often limited to that of data providers, laypeople often acting as human
sensors (Haklay 2013), although the normative concept of Citizen Science
is much more comprehensive (Franzen 2019; Franzen, Kloetzer, Ponti et
al., in press). One of the successful crowd science projects is Foldit: With a
gamification approach, Foldit achieved much-noticed successes in decod-
ing unknown structures of individual proteins without requiring the cit-
izen scientists to have any biochemical expertise. At the so-called biennial
“protein-folding Olympics”, however, another winner emerged in 2018.
It was neither professional scientists nor the Citizen Science Project Foldit
that decoded the structures of the proteins most efficiently. Surprisingly,
the winner was Google with its latest algorithm, AlphaFold (Sample 2018).
AlphaFold was trained with a neural network on thousands of known pro-
teins until it was able to predict 3D structures from amino acids alone.
Should we say that the former Wired chief editor Chris Anderson (2008)
turned out to be right and that it is time to ask what science could learn
from Google? It is clear that the companies of the Internet age base their
success on large amounts of data. If data is the `new oil` that everyone is
talking about, the question of data sovereignty will become a question of
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power – beyond its original context of creation and beyond system-spe-
cific boundaries. Against this background, Lev Manovich’s interpretation
of the social implications of the increasing datafication of society in 2011
seems obvious. He differentiates between three different classes in the
realm of Big Data: “those who create data (both consciously and by leav-
ing digital footprints), those who have the means to collect it, and those
who have the expertise to analyze it”. (Manovich 2011: 10) 

This differentiation is suitable to apply it to science as such: access and
power to handle large amounts of data will possibly prove more and
more decisive not only for successfully studying research subjects but
also for competition between researchers, between research institutions,
and even countries. 

If we bring the lines of development outlined above together and focus
on the initial question of the relationship between science and society,
several constellations regarding the datafication of knowledge produc-
tion emerge. There are indications of new types of relationships – in part
cooperative, but above all, competitive – between: 

1) SSH and data sciences; 
2) professional scientists and Citizen Scientists; 
3) man and machine; 
4) science and business. 

For theoretical purposes, too, it must, therefore, be a matter of taking so-
cio-technical change seriously and of going beyond the theory of func-
tional differentiation that demarcates science from the economy or poli-
tics if these recent developments are to be adequately described. For a
solid scientific-sociological analysis, it is also necessary to take into ac-
count the special cultural characteristics of the natural sciences on the one
hand and the SSH on the other. There are also differences within the SSH
that are worth examining in detail. As there is still much to be done to
grasp the societal implications of digitalisation, one thing is clear: Dedi-
cated research on the changes in knowledge production in the digital so-
ciety opens the prospect of emerging changes at the level of society as a
whole. In this respect, it seems worthwhile to continue to follow the pro-
cesses of knowledge production and knowledge reception, not least to
understand the transition to a digital society. 
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KNOWLEDGE PRODUCTION AND THE ROLE OF SSH 
IN THE DIGITAL AGE

Franz WALDENBERGER

How does the digital transformation affect the social sciences and hu-
manities (SSH)? As some of the previous contributions convincingly
show, the digital transformation raises new research questions, provides
new research tools and upgrades research infrastructures. But there also
more profound effects. To fully grasp the more fundamental implications
forces us to reconsider our understanding about the nature of knowledge,
why, where and how it is produced and how this relates to the way we
perceive and conceptualize ourselves and society (Precht 2020: 18). It is in
this wider context that I want to assess how the digital transformation
affects the SSH. To do so within the limits of a short essay, I will selectively
borrow concepts spanning from philosophy, evolutionary biology/psy-
chology, sociology and economic growth theory to develop some ideas
about the nature, logic and implications of knowledge production in the
digital age and its main driver – big data and AI (BDAI). 

THE KNOWLEDGE PRODUCING SOCIETY 

Given the many different research interests associated with “knowledge”,
there is no commonly accepted definition of the term. In the following
essay, I will very generally define knowledge as the ability to receive, pro-
cess and send information. In this broad sense, knowledge can be under-
stood to be embedded in quite different units of analysis: bacteria, plants,
animals of all kind including human beings, but also computers and ro-
bots as well as social organizations like bee swarms, corporations or soci-
eties. For biological organisms and social organizations, the common
characteristics also extend to the “purpose”1 of knowledge, namely, to ad-
just to an environment in order to increase the probability of survival

1 “Purpose” represents a teleological term typical of the sense-making human
mind. Taken from a neutral perspective, what we observe are outcomes consis-
ting of adjustments and survival rates. There does not need to be an intrinsic
purpose. Still, to understand and make sense of what we see, we may in our
interpretation attach a purpose to it. 



Knowledge production and the role of SSH in the digital age

73

(Dawkins 1989).2 The content and “success”3 of knowledge is the outcome
of an ongoing interaction with an environment within which information
is exchanged and in which action is taken. Embeddedness implies that the
survival rate not only depends on the information handling capacity of
knowledge, but also on the quality of the environment and, especially, its
stability. One can only adjust to a sufficiently stable environment. In this
respect, stability and sustainability appear to be closely linked. 

Intelligence is the ability to not only apply knowledge purposefully,
but to also intentionally change it (https://www.merriam-webster.com/
dictionary/intelligence). If knowledge is intentionally changed, we speak
of learning or knowledge production. The aim is to acquire more, better
or more valuable knowledge. Evolution shows that the ability to learn or
to change knowledge, does not require a conscious mind. Evolutionary
processes can achieve the same with knowledge embedded in organisms
although unintentionally and in many cases more slowly. 

Human intelligence has been increasingly engaged in purposefully cre-
ating new knowledge, especially with the onset of secularization, when
the belief that our conditions could be better improved by actions based
on rational thought than by prayers to a divine and hopefully benevolent
creator became the new social norm (Harari 2016: 259). Human knowl-
edge creation has from early stages extended far beyond improving the
adjustment to a given environment. It has significantly impacted and al-
tered our natural environment as exemplified by land cultivation, animal
farming, urbanization and transregional transport and communication
infrastructures. The accelerating and lasting human transformation of the
earth has prompted scholars to name the period starting around the mid-
20th century the Anthropocene (Waters et al. 2016).4 

The term knowledge society, introduced to characterize the reliance of
modern societies on scientific knowledge (Böhme and Stehr 1986), is
somehow misleading since all societies have always been based on
knowledge. The reliance on science or the scientific method and the re-
sulting implications are better captured by what I call “knowledge pro-
ducing society”. However, this again needs to be qualified in two re-
spects. Firstly, production focuses on a specific kind of knowledge, name-
ly, scientifically created, technological knowledge (TK), which is imper-

2 Computers and robots do not per se use their knowledge in such a “selfish way,”
unless they are programmed to do so. 

3 “Success” like “purpose” is just another sense-making interpretation. See foot-
note 1. 

4 The newly proposed classification has yet to be approved by the respective geo-
logical authorities, i. e., the International Commission of Stratigraphy and the
International Union of Geological Sciences. 
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sonal, highly standardized and can therefore be easily copied and scaled.
Secondly, most of the production of TK occurs outside non-profit-orient-
ed research institutions. It is driven by commercial interests. 

The dynamics underlying knowledge production rely both on character-
istics of TK and the logic of profit-oriented production regimes. Industrial
production can be understood as the transformation of matter using energy
and applying TK (Boulding 1978). In the process of production matter is
transformed and energy is used up. It is thus only TK that can be increased.
More or better TK will enable us to improve production processes, for ex-
ample, by increasing energy efficiency, but it may also lead to the discovery
of more and better materials or new sources of energy. TK can not only be
increased, once created, it can be applied any number of times without
being used up. These unique properties make it the perfect engine of eco-
nomic growth (Romer 1990). To run the engine means to exploit the scal-
ability of TK. It requires the geographic expansion of the economic system.
The knowledge producing society is intimately linked to globalization. 

A fundamental aspect of TK is its dispersion (Waldenberger 2019). As
the social stock of TK grows, it surpasses the cognitive capacity of a single
brain. This is made possible by division of labor, which creates another
important link between the knowledge producing society and globaliza-
tion. The more people participate in an economic system, the more brains
can be involved in the production and application of increasingly special-
ized TK. In this process, each of us will know less and less of the totally
available TK. However, even though we only possess and command an
ever-tinier part, we can still benefit from the increasing stock of TK as it is
embedded in the products and services we consume. The miraculous re-
sult has been made possible by institutions like markets and money. They
have supported the transformation of human knowledge production into
societal knowledge production, making society the knowledge produc-
ing “organism”. 

BIG DATA AND ARTIFICIAL INTELLIGENCE – A NEW STAGE OF SOCIETAL 
KNOWLEDGE PRODUCTION 

A core factor and main driver of knowledge production in the digital age
are big data and artificial intelligence (BDAI). The term AI may well be
questioned (Gabriel 2018: 31). Even deep or self-learning algorithms are
still the product of human intelligence. Future generations of universal or
general AI may write their own specialized AI programs. Some visionary
proponents predict that in the foreseeable future AI will be able to fully
emulate the human mind and finally surpass it, as it will not be limited
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by the size of a human skull (Kurzweil 2012: 123). Whether this proves to
be true and what it implies are questions that have inspired and will con-
tinue to inspire many discussions, books and movies in the genres of sci-
ence, fiction and their intersection, science fiction. For the time being, self-
learning algorithms do not understand what they are doing and why they
do what they do. The understanding, the motivation, purpose and sense-
making has to be provided by the human mind. 

BDAI basically stays within the framework and follows the logic of TK
production. It is largely driven by commercial interests, even more so as
one of the major ingredients, namely, big data, is often collected by and in
the possession of private companies. Developing and applying AI re-
quires highly specialized knowledge, leading to a further dispersion of
TK. Still, more than with any other new technology, advances in AI are
made readily available to masses of consumers often free of charge as
they are installed in widely diffused ICT devices such as smartphones. 

SIDE EFFECTS – WIDENING IMBALANCES 

The advances achieved by our knowledge producing societies have gen-
erally been associated with progress, i. e., a steady improvement of our
living conditions. But their very success is increasingly casting doubt as
to whether we are heading in the right direction (Precht 2020: 11). The
commercially driven exploitation of human, and lately artificial, intelli-
gence in the creation of TK has had undesirable side effects on individu-
als, society and the environment. They relate to three major imbalances. 

Imbalance between technological and non-technological knowledge. Techno-
logical knowledge is only one kind of knowledge. Its accelerated growth
has outpaced learning and adjustment processes in other fields, like emo-
tional or social knowledge, needed to keep our mental health and to im-
prove or sustain social relations. Advances in TK have allowed us to devel-
op and produce weaponry sufficient to destroy our planet, which danger-
ously surpasses our ability to resolve conflict without war. Modern society
has liberated the individual from the social bonds and career paths that
used to be determined by dint of one’s birth. We are still subject to resource
constraints and various kinds of social pressure, but legally we are free to
choose where and with whom we want to live, how to configure our social
relations and how to plan our careers. However, we hardly explore and
make full use of such choice sets and instead leave these fundamental life
course decisions to chance or fate. In general, the overwhelming number of
choices that modern society offers in many spheres of life often result in
more anxiety than happiness (Schwartz 2009). 
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Imbalance between technological knowledge and societal intelligence. Societal
knowledge production needs to be governed by societal intelligence. Giv-
en the dispersed nature of TK, societal intelligence cannot be centralized
and unified. It is instead embedded in and supported by various institu-
tions such as market competition, political competition, legal and admin-
istrative regulations, public media, civil society and academia. These in-
stitutions, most of which bear strong national characteristics, provide the
knowledge infrastructure underlying a decentralized governance of
checks and balances. While these institutions have also benefited from TK
production, they have done so to a lesser extent due to their public good’s
character. Improvements in the provision of public goods are generally
difficult to appropriate privately. As a result, there will be little private
incentive to invest in research and development to advance societal intel-
ligence. Our capacity to assess and control the risks inherent in new TK
has therefore not been able to keep pace with the accelerated growth of
commercially driven TK. The issue is aggravated by the fact that the high
level of profitability generated by successful technological innovations
provides businesses with resources to selectively influence societal gov-
ernance mechanisms to their advantage. 

Ecological disequilibria. TK production has enabled us to increasingly in-
terfere with and transform our natural environment. The resulting un-
foreseen and unaccounted for ecological disequilibria are manifested in
pollution, decreasing biodiversity and climate change. Especially the lat-
ter is now endangering our very survival. Again, as with societal intelli-
gence, TK production could, in principle, have also been directed towards
the preservation and improvement of our natural environment as some
of it has. But the environment, too, represents a public good. Environ-
mental investments have been dwarfed by commercially driven TK in
negligence of environmental side-effects. Recent efforts and claims by
companies to support the sustainable development goals can hardly
make up for the damage already done. 

GOVERNING SOCIETAL KNOWLEDGE PRODUCTION – THE ROLE OF THE SSH 

As BDAI is mainly driven by commercial interests, its further acceleration
of TK production is likely to aggravate the above-mentioned imbalances.
We already see how our national legal frameworks are lagging behind in
resolving essential questions raised by globally operating BDAI like the
definition of property rights over data, the protection of privacy or the
ethical questions related to what Harari refers to as “hacking humanity”
(Harari 2016: 383). 
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As with other TK, BDAI could help us enhance our emotional and so-
cial intelligence. It could also be developed to support knowledge infra-
structures or to resolve ecological disequilibria. Whether and to what ex-
tent research and applications of BDAI will be channeled in these direc-
tions crucially depends on whether there are sufficient incentives to do
so. If the social benefits of correcting these imbalances can be privatized,
commercial interests will lead the way, although they will need to be
guided by appropriate regulations to ensure that private and social value
creation coincide. Where profit motives cannot be expected, resources
need to be mobilized in other ways, for example, by utilizing public bud-
gets or by securing funding from private donors. The hope that the con-
ditions for a responsible development and application of BDAI can be
met depends crucially on the quality of the institutions that make up the
knowledge infrastructures underlying societal intelligence and its decen-
tralized governance of checks and balances. 

It is here that SSH can be seen to play a vital role. That they could and
should play an important role in societal intelligence is well expressed in
recent national research programs: 

Embedding SSH research across Horizon 2020 is essential to maximise the
returns to society from investment in science and technology. (EU, Horizon
2020, Social Sciences and Humanities, https://ec.europa.eu/pro-
grammes/horizon2020/en/area/social-sciences-and-humanities) 

Understanding Society – Shaping the Future. BMBF programme for the hu-
manities and social sciences (2019–2025) (German Federal Ministry of
Education and Research, https://www.bmbf.de/upload_filestore/pub/
Understanding_Society_Shaping_the_Future.pdf) 

Social sciences and humanities research addresses critical questions about
who we are as human beings, what we need in order to thrive in complex and
challenging times, and where we are headed in the years ahead. It enhances
our ability to understand and creatively respond to complex individual, so-
cial, cultural and economic issues. (Social Sciences and Humanities Re-
search Council of Canada, https://www.sshrc-crsh.gc.ca/about-au_su-
jet/publications/strategic-plan-strategique-2016-eng.pdf) 

However, it is too naïve to think that by just stating appropriate goals and
allocating larger amounts of money, SSH will be able to live up to these
expectations. In fact, when addressing questions of societal intelligence,
we confront a fundamental paradox. How can it be possible to design or
at least purposefully influence a system, which we know is necessarily
characterized by dispersed knowledge? Would the design not require
some centralized knowledge beyond the capacity of any part of the sys-
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tem? This fundamental complexity needs to be seriously addressed and
sufficiently answered if we want to improve the governance of our
knowledge producing societies. 

To do so would first of all require new transdisciplinary and holistic
approaches to our understanding of human knowledge and societal
knowledge production. Traditional human-centered, rationality and sci-
ence-focused theories of knowledge leave out essential representations
and qualities of knowledge (Narby 1998). They also tend to only account
for knowledge produced in Western cultural contexts. A holistic ap-
proach must include non-scientific sources of knowledge and societal in-
telligence in other cultures. The dispersed nature of TK, and its implica-
tions for societal complexity as well as the possibilities and limitations of
a decentralized governance regime of checks and balances would be an-
other important research field. Here Herbert Simon’s conception of the
architecture of complexity and Hayek’s idea of spontaneous order can
provide useful starting points (Waldenberger 2019). Knowledge infra-
structures and their role of linking, integrating and aggregating dis-
persed knowledge should also prove a useful concept. 

Transdisciplinary research has long been on the agenda of national re-
search policies. However, deeply rooted disciplinary boundaries contin-
ue to exist in undergraduate and graduate curricula, universities, science
associations and the scientific media and conference landscape. They con-
tinue to shape academic career paths and research choices. 

Like in the case of TK, SSH knowledge production, too, has resulted in
knowledge dispersion.5 However, in contrast to TK, this has not pro-
duced the benefits of division of labor for two interrelated reasons. Firstly,
SSH knowledge is less standardized. It is more situational, i. e., condi-
tioned by the personal, social and cultural context of the researcher. This
limits its transferability and scalability. Secondly, SSH theories and con-
cepts are generally contested. They tend to compete with other research
findings rather than complementing them, adding to them or building on
them. 

To overcome the “dilemma of specialization” in SSH (Hayek 1967), we
have to not only recognize the importance of SSH for societal intelligence,
but to also understand the conditions of knowledge production in SSH
and how respective incentive systems would need to be adjusted in order
to enhance transdisciplinary research. 

To sum up, addressing the more fundamental question as to how digi-
tal transformation impacts the role of SSH in knowledge production, I

5 There seems to be a natural tendency within steadily growing social systems as
well as organisms in general towards further differentiation (Wortmann 2012). 
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suggest three nested answers. Firstly, knowledge production in SSH can
and is expected to play an important role in strengthening the knowledge
infrastructures needed for the governance of TK production in the digital
age. Secondly, to fulfil this role and live up to the expectations, the SSH
need to seriously study the conditions of societal knowledge production.
To be prepared to do so, they must, thirdly, understand and adjust the
institutional framework underlying knowledge production in the SSH. 
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POSTSCRIPT: COMPARATIVE AND HISTORICAL 
PERSPECTIVES ON THE DIGITAL TRANSFORMATION

Harald KÜMMERLE

This postscript may help the reader to reappreciate the contributions in
this volume by placing them in a broader spatial and historical perspec-
tive. Although there is no explicit reference to digital spatiality, the term
provides a good heuristic when considering the usage and impact of dig-
ital technology in various regional contexts. The four headings, under
which the articles are grouped, roughly correspond to the four perspec-
tives on data acceleration regimes proposed by historical accounts of how
societies reacted to sudden surges of information. 

Big Data is considered to represent both a recent as well as a global
phenomenon. However, historically, there is more continuity in Big Data
than one would expect. Since the introduction of digital computers, the
actual algorithms and operations performed with and on data have
evolved in a continuous fashion; a clear line when Big Data became a
driving factor cannot be drawn and doing so would not provide much
insight. Also, developments related to Big Data have not been uniform
across societies. Just as the title of a very influential edited volume “Raw
Data is an Oxymoron” (Gitelman 2013) indicates, there is no data devoid
of the context in which it is produced and used. It is through comparison
and especially through case studies that the cultural embeddedness of
Big Data and of the DT as a whole can be fathomed. 

The digital realm is articulated with spaces, which are shaped by
geopolitical, sociocultural, and other spatial dimensions (Gray and
Driscoll 1992). It must be noted that the Internet, too, is not spatially
homogenous. In different regions, the Internet is experienced different-
ly: the development of the material infrastructure, political regimes and
regulation regarding for example age and copyright exert strong influ-
ence on Internet usage. Moreover, differences in usage patterns (e. g.,
which social networks are dominant or which languages are used) lead
to differences in how users interact with each other virtually. Thus, it
makes sense to say that there are geographic variations in how the
Internet is constituted (Roth 2016, 156, 160–61). For academia, too, the
research literature accessible digitally varies by nation, university, or
even university institute depending on which licenses are bought.
Accounting for such differences enables an understanding of digital
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spatiality while maintaining a link to physical space (Gairola and Roth
2019). 

Just as the digital transformation (DT) will bring about a stronger inter-
dependence between material and digital spatialities in smart cities
(Roche 2017), the university of the future will not simply be an extension
of today’s university in which access to research literature and data is, in
some sense, “easier”. When the DT is interpreted as a data revolution
which, granted, usually has a normative connotation, it is considered im-
perative to aggregate data and to denigrate data sets that are not suited to
this end as “stranded data” (Kitchin 2014, 156). A statement made by the
Alliance of German Research Organizations in 2010 declaring that “re-
search data with assured quality form a pillar of scientific insight” (Qua-
litätsgesicherte Forschungsdaten bilden einen Grundpfeiler wissenschaftlicher
Erkenntnis) (Allianz der deutschen Wissenschaftsorganisationen 2010)
points in a similar direction. However, such datafication of the academic
infrastructure may stifle methodic pluralism. How we position ourselves
with regard to such normative aspects of the DT is closely connected to
how we envision the digital space. There should be no single perspective.
Having scholars from different national and disciplinary backgrounds re-
flect on the implications of the DT for the SSH is more relevant than ever. 

Big Data can also be situated historically. In particular, the following
four perspectives have been proposed from a historical perspective with
regard to how data sets can be assigned bigness: the technological per-
spective (the data is difficult to process “manually”), the open-endedness
perspective (the stream of data extends continuously), the relational per-
spective (the data is related to other data, its nature is “networked”), and
the paradigmatic perspective (the data is of a size that allows for data-
driven arguments). In certain constellations, these four dimensions influ-
ence and amplify each other, resulting in the emergence of Big Data. Tech-
nological advances enable the production of new open-ended data
streams. The data streams, in turn, are subject to standardization, and re-
lationships between them become visible. Finally, new knowledge can be
gained from the possibilities that these networked data provide – in some
cases this leads to a paradigm shift, which in turn drives further techno-
logical changes (Kaplan and di Lenardo 2017, 2). 

There are in fact historical constellations, which have been referred to
as data acceleration regimes, similar to the processes currently associated
with the DT – if not in scale and scope, then at least qualitatively. In Me-
sopotamia, for example, keeping up with the rising complexity in the cir-
culation of goods and population meant developing new administrative
standards. The emerging information system played an important role in
the longevity and influence of the empire. For similar reasons connected
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to circulation, a transformation in the data practices in the Roman Empire
took place, leading to new writing techniques and innovations in the doc-
umentation of events (Kaplan and di Lenardo 2017, 2–3). For many such
data acceleration regimes, detailed studies do in fact already exist; the point
here is that knowing that, we can see that many if not most phenomena
of the DT do have a precedent. Thus, studies that look at how govern-
ments are shaping the data acceleration regime created by the DT, for exam-
ple, the Japanese government through its initiative “Society 5.0” launched
in 2016 (Waldenberger 2018), might benefit from applying both a compar-
ative as well as historical perspective. 

The data acceleration caused by the DT has created the impression
that there is “too much to know” (Waldenberger 2019). But this
information overload, too, has historical precedents, perhaps most
prominently in the Renaissance (Blair 2010, 57). As it has been argued
convincingly, the emergence of book printing in Europe alone does not
offer a satisfactory explanation. In China, printing existed for centuries
without being considered a cause of information abundance. Rather, in
Renaissance Europe a multitude of cultural processes and events, like
the reevaluation of the classics of antiquity and the religious schism,
and of economic and political factors, like the discovery of the New
World, radically changing spatiality in various ways, played a role.
Similarly, developments with no apparent connection to digital technol-
ogy have to be taken into account when interpreting contemporary
perceptions of information overload. During the Renaissance, scholars
devised new methods of note-taking and managing excerpts, in the
process reconsidering what kind of information was worth preserving
and disseminating, especially through reference books (Blair 2010, 47,
60–61). While it may not be completely up to us to decide how we
accommodate the DT, the outcomes will depend on how we shape
material and discursive practices in the present. 
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